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Frequency-Domain Deep Guided Image Denoising
Zehua Sheng , Xiongwei Liu , Si-Yuan Cao, Hui-Liang Shen , and Huaqi Zhang

Abstract—Despite the tremendous advances in denoising
techniques, it’s still challenging to restore a clean image with
salient structures based on one noisy observation, especially at
high noise levels. In this work, we propose a frequency-domain
guided denoising algorithm to conduct denoising with the help
of a well-aligned guidance image. Thanks to their structural
correlations, the frequency characteristics of the guidance image
can indicate whether the frequency coefficients of the noisy target
image are contributed by noise or textures. Therefore, the explicit
frequency decomposition enables our denoising model to avoid
over-smoothing detailed contents. However, as two input images
are usually captured in different fields, their structures are not
always consistent. Therefore, we model guided denoising with an
optimization problem which considers both the representation
model of the guidance image and the fidelity to the noisy target.
Further, we design a convolutional neural network, called as
FGDNet, to explore the optimal solution. Due to the visual
masking phenomenon, human eyes are sensitive to noise in
the flat areas, but may not perceive noise around edges or
textures. Therefore, we expect to remove as much noise as
possible to guarantee the spatial smoothness of flat contents, while
also preserving high-frequency structures. Through frequency
decomposition, our model can process the low-frequency and
high-frequency contents separately. We also adopt a frequency-
relevant loss function to train the network. Experimental
results show that, compared with state-of-the-art guided and
non-guided denoisers, our FGDNet achieves higher denoising
accuracy and better visual quality in both flat and texture-rich
regions.

Index Terms—Frequency decomposition, guided image
denoising, convolutional neural network.

I. INTRODUCTION

RANDOM noise is one of the most common factors that
degrade the quality of digital images in modern camera

systems. For the last few decades, numerous studies have been
conducted to restore clean images directly from their noisy ob-
servations. They usually take the advantage of various image
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Fig. 1. Denoising results obtained by the guided restoration algorithm
SVLRM [18], the non-guided denoising algorithm MPRNet [24], and our algo-
rithm. SVLRM restores clear structures but produces splotched artifacts in the
flat areas. MPRNet over-smooths the details. Our algorithm achieves the best
visual results.

priors, such as self-similarity [1], [2], [3], [4], [5], [6], [7], spar-
sity [3], [6], [8], and low-rankness [4], [5], to improve their
capability of estimating image structures during noise removal.
Recently, the exploitation of neural networks further improves
the denoising performance [9], [10], [11], [12], [13], [14], [15],
[16]. However, it’s still difficult for these methods to distinguish
between detailed contents and random noise, especially in the
case of low signal-to-noise ratio (SNR).

Instead of exploring stronger image priors or designing more
complicated network architectures, a popular trend is to take
the original noisy image as the target and seek the help of ex-
ternal information provided by an aligned guidance image [17],
[18], [19], [20] with high SNR. For instance, using an additional
near-infrared (NIR) light source, we can acquire almost clean
NIR images to guide the denoising process for the noisy RGB
images captured in ambient light. To ensure that the captured
RGB-NIR image pairs are well-aligned, the work [21] presents
a dual-camera system. It contains two optically aligned digital
cameras as well as a beam splitter to divide the incoming light
into visible and NIR components. Since the images are simulta-
neously acquired in the same scene, their contents can be highly
correlated in most areas.

To conduct guided denoising using a pair of aligned images,
guided filtering [17] introduces an inspirational solution that the
clean target image can be estimated by a certain representation
of the guidance image. However, this model has two drawbacks.
First, although it can restore fine structures and rich details ac-
cording to the guidance image, its noise removal ability is some-
what limited. Two example results of NIR-guided RGB image
denoising obtained by SVLRM [18], a follow-up work of the
classical guided filtering, are illustrated in Fig. 1. Due to the vi-
sual masking phenomenon [22], human eyes may not be able to
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Fig. 2. Denoising results obtained by guided filtering [17] and our algorithm.
In the result of guided filtering, the unique structures of RGB image is over-
smoothed, and noise is not completely removed in the flat areas.

perceive the remaining noise around sharp edges. But it can be
noticeable in flat areas, usually appearing as splotched artifacts.
Therefore, to further improve the visual quality, it’s essential to
eliminate these artifacts.

Second, it cannot resolve the structural inconsistency issue,
which basically exists in all kinds of practical guided denois-
ing tasks when the input images have different modalities, such
as RGB/NIR, flash/no-flash, depth/RGB, etc. For NIR-guided
RGB image denoising, each image can have its unique textures
because the same object can have different reflectances to the
NIR and the visible light. As shown in Fig. 2, the unique struc-
tures of the target image are over-smoothed in the guided de-
noising result. In the follow-up work of guided filtering [18],
[20], this problem is still not fully solved.

In this work, given a noisy target image and its aligned clean
guidance image, we aim to generate a high-quality denoising re-
sult with rich details, while addressing the aforementioned two
problems. For a denoising task, our goals of restoring flat and
structurally rich areas are quite different. In the flat areas, we
expect to remove as much noise as possible to ensure the spa-
tial smoothness. When restoring image structures, due to the
visual masking phenomenon, it’s more important to preserve
clear edges and details than to eliminate noise completely. From
the perspective of image decomposition, flat areas are basically
composed of low-frequency components, while edges and de-
tails are caused by the intensity changes and thus belong to
the high frequencies. Hence, it motivates us to decompose the
images into various frequency layers and process them with dif-
ferent denoising schemes accordingly.

Different from current guided restoration methods that are di-
rectly conducted in the spatial domain, we propose to split the
input image pairs into various frequency layers based on patch-
wise 2D discrete cosine transform (2D-DCT). Then, guided de-
noising is processed within each frequency layer independently.
On one hand, in the low-frequency layers, we aim to recover the
spatial smoothness of the base components to avoid splotched
artifacts. On the other hand, we focus on reconstructing the
high-frequency image structures according to the guidance im-
age. The explicit division of the low and high frequencies ensures

that the above two processes can be conducted simultaneously
and individually.

The contribution of frequency analysis to guided denoising
is beyond that. It also helps to distinguish weak details from
random noise. According to the sparse coding theory [23],
clean images can be linearly represented by a limit num-
ber of atoms, each of which records a specific pattern. De-
note y, g ∈ Rs×s as a pair of patches extracted from the in-
put target and guidance images at the same position. As they
are structurally correlated and share many similar contents,
it’s natural to assume that they can be represented using the
same set of atoms. That is, y = n+ α0 +

∑K
k=1 αkdk and

g = β0 +
∑K
k=1 βkdk, where {dk}k=1,...,K is the atom set,

{αk}k=1,...,K and {βk}k=1,...,K are the corresponding coef-
ficients, α0 and β0 are two constants that denote the overall
brightness levels, n is the noise component. After transforming
x and g into the frequency domain, this linear representation
model still holds, i.e., T (y) = T (n) + α0δ +

∑K
k=1 αkT (dk)

and T (g) = β0δ +
∑K
k=1 βkT (dk), where T (·) denotes the

linear frequency transform function while δ is the Dirac delta
function whose values are zero except at zero frequency. Since
the atoms are sparsely distributed in the frequency domain
while noise is not, the frequency characteristics of the guid-
ance image can well indicate whether the frequency coefficients
of the noisy target image are contributed by noise or image
structures, including both strong edges and detailed textures.
In comparison, zero-frequency coefficients are less correlated
across different modalities. Hence, it’s essential to also adopt
the intra-correlation information of the noisy target image to
avoid severe intensity deviation.

To ensure that the guided denoising result is structurally faith-
ful to the input target image, we explicitly include both images
in the restoration framework. In this work, we construct an op-
timization model to obtain the mathematical form of our guided
denoising model. Based on the above analysis, our proposed
objective function is composed of three terms: a fidelity term
to constrain the similarity between the denoising result and the
input noisy target image, a linear representation term to recon-
struct image structures from the guidance image, and a noise
estimation term to further improve the accuracy of our guided de-
noising model. To avoid a time-consuming optimization process
and empirical setting of the parameters, we design a convolu-
tional neural network, called as FGDNet, to explore the optimal
solution. A more detailed description is given in Section III-A.

In the training stage, we also introduce a frequency-relevant
loss function to optimize the network by conducting different
supervision processes on different frequency components. On
low-frequency layers, we aim to remove as much noise as possi-
ble and eliminate artifacts in flat areas. On high-frequency layers,
in contrast, our main purpose is to preserve edges and details.
Previous studies on frequency learning [25], [26] demonstrate
that, neural networks are prone to focusing on low-frequency
contents in the training stage. Therefore, our frequency-domain
learning strategy and frequency-relevant loss function can en-
able the network to also pay attention to high frequencies, which
is beneficial for restoring images with more salient structures.
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In summary, the main contributions of this work are as fol-
lows:
� We introduce frequency decomposition into guided image

denoising to restore the low- and high-frequency contents
in different manners. It guarantees the superior ability of
noise removal, and also enables the denoising process to
effectively distinguish details from random noise.

� We model guided denoising with an optimization problem
to restore fine structures from the guidance image, while
overcoming structural inconsistency issues across differ-
ent modalities. We design a convolutional neural network,
named as FGDNet, to explore its optimal solution.

� Combining the frequency-domain correlations of different
modalities with the internal information learned from the
noisy target image, our algorithm outperforms state-of-the-
art denoising methods in terms of both accuracy and visual
quality on various guided denoising tasks.

II. RELATED WORK

A. Image Denoising

Image denoising is one of the most classical low-level vision
tasks that has been well explored for decades of years. Tech-
niques including filtering [27], [28], sparse representation [3],
[8], and low-rank approximation [4], [5] are commonly used
in designing traditional denoising algorithms. Based on the
self-similarity assumption of natural images, denoising is sig-
nificantly enhanced by the nonlocal framework [1], [2], [3], [4],
[5], [6], [7]. That is, similar patches within adjacent areas are col-
lected for collaborative noise reduction. However, these methods
often require a long computational time to achieve high accu-
racy, and also show less flexibility when facing more compli-
cated noise distributions.

Recently, numerous studies on deep learning have shown their
powerful capability in noise removal. With large amounts of
paired training data, the learning-based denoising methods out-
perform the traditional ones by a large margin. For real-world
image denoising, MIRNet [29] introduces a multi-scale network
architecture to receive contextual information from the low-
resolution representations while maintaining spatially-precise
high-resolution representations. NBNet [30] proposes to remove
noise by learning a set of reconstruction basis in the feature
space. Further, MPRNet [24] adopts a multi-stage architecture
that separates the full restoration process into several manage-
able steps. In [31], Uformer introduces a local-enhanced window
Transformer block to capture long-range dependencies with less
computational cost compared to the original Transformer archi-
tecture. ADNet [12] uses an attention module to estimate the
latent noise hidden in the complicated background. The model
is relatively small and can achieve competitive denoising per-
formance in blind denoising tasks [32].

However, acquiring extensive aligned noisy/clean image pairs
for training is quite expensive in real-world photography. There-
fore, some current studies focus on training denoising models
without supervision, which have achieved competitive perfor-
mance. In [33], the denoising model is designed based on the
Stein’s unbiased risk estimate theory. Assuming that the pixel

values of clean images aren’t statistically independent while
noise is conditional pixel-wise independent given a clean image,
Noise2Void [34] introduces a blind-spot network, presenting that
the denoising model can be trained in a self-supervised way. Fol-
lowing this, FBI-Denoiser [35] aims to handle Poisson-Gaussian
noise, AP-BSN [36] is developed for restoring clean sRGB im-
ages in real-world photography.

Overall, the denoising performance has been significantly im-
proved, but it’s still difficult for these approaches to preserve
weak details especially at high noise levels. In comparison,
our proposed guided denoising framework can well balance the
above two issues, producing clean images with fine structures
and rich details.

B. Guided Image Restoration

Since it’s difficult to estimate accurate structural information
based only on the noisy observations, current studies start to
seek the help of external information. Classical guided filter-
ing [17] assumes the filtering result can be linearly represented
by the guidance image in local windows, so that it can remove
noise while preserving fine structures. To avoid halo artifacts
around sharp edges, the works [37], [38] introduce edge-aware
constraints. In [39], a scale map is optimized to address the
cross-field problems including gradient magnitude variation and
gradient direction divergence.

Recently, deep learning is applied to the guided restoration
tasks. DJF [40] builds an end-to-end joint filtering network that
directly predicts the restoration results. To reduce the amount of
computation, the work [41] designs a network that first gener-
ates a low-resolution result and then up-samples it with a guided
filtering block. SVLRM [18] constructs a spatially variant lin-
ear representation model with learnable coefficients. Further,
UMGF [20] introduces a simplified formulation of guided fil-
tering inspired by the unsharp masking theory. Based on the
convolutional sparse representation theory, CUNet [19] intro-
duces a network that can not only process guided restoration
but also deal with guided fusion tasks. Different from previous
works combining the nonlinear activations of spatially invariant
kernels to predict the final output, the work [42] learns spatially
variant filtering kernels for each pixel. However, most of the
guided restoration works cannot strike a good balance between
detail preservation and noise removal, especially in the case of
high noise levels.

C. Frequency-Relevant Image Restoration

In digital image processing, frequency decomposition is one
of the basic techniques often employed in traditional image
restoration works. A classical solution to obtain the restored
images is designing adaptive filters in the frequency domain,
which has been a key step in various denoising [2], [7] and de-
blurring [43], [44] algorithms.

Recently, frequency-domain analysis has also shown its po-
tential in improving the performance of various learning-based
restoration frameworks. For image deblurring, SDWNet [45]
designs a wavelet reconstruction module that uses the infor-
mation recovered in the frequency domain to complement the
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spatial domain, so that the restored images can contain more
high-frequency details. In [46], the authors introduce a Resid-
ual Fast Fourier Transform with Convolution (Res FFT-Conv)
Block, which not only enables both low and high frequency
learning, but also allows the image-wise receptive field since
the Fourier transform is globally conducted.

For image super-resolution, the work [47] divides the feature
maps into multiple components based on 2D-DCT. Features in
different parts will be processed using different convolutional
layers so that the super-resolution can be conducted in a more
efficient way. In [48], the authors combine conditional learning
with frequency coefficient analysis to address the over-fitting
issue when dealing with blind super-resolution. This strategy
can also be extended to handling blind denoising tasks.

Currently, frequency analysis is also applied in denoising net-
works. Considering the tradeoff between receptive field and ef-
ficiency, MWCNN [49] replaces the conventional pooling op-
eration with 2D discrete wavelet transform (2D-DWT). Since
2D-DWT keeps both frequency and location information of fea-
ture maps, it can be helpful in preserving more detailed con-
tents. By combining frequency domain analysis and attention
mechanism, FAN [50] presents both good performance and in-
terpretability in real-world image denoising.

Different from previous restoration methods, our work is the
first to introduce frequency analysis into guided denoising tasks.
It takes the advantage of the frequency-domain correlation be-
tween the input cross-modal image pairs, thereby effectively
distinguishing weak textures from random noise. Based on this,
our guided denoising model can restore noise-free images with
fine structures and rich details from the noisy observations, even
at high noise levels.

III. PROPOSED ALGORITHM

In this section, we first introduce the proposed frequency-
domain optimization model for guided denoising. Then, we de-
scribe the architecture of our FGDNet constructed based on the
solution form of the objective function. Finally, we discuss the
loss function for training the network.

A. Frequency-Domain Optimization Model

Let Y denote the observed noisy target image corrupted by
the additive noise. The corresponding clean image and noise
component are denoted as X and N, respectively. The noise
model can thus be formulated as

Y = X+N. (1)

In actual application scenarios, the additive noise is usually
modeled by the mixed Poisson-Gaussian distribution [51]. As
our guided denoising process is identical in each of the three
channels of the RGB image, we assume Y,X,N ∈ RH×W for
brevity, where H and W denote the height and width of the
image respectively. The aligned guidance image is denoted as
G ∈ RH×W .

Based on patch-wise 2D-DCT, we decompose the input image
pair Y and G into various frequency layers. Here, 2D-DCT is
a common technique that transforms images into the frequency

Fig. 3. A visualization of our frequency decomposition process. Setting the
window size to s× s, the computed frequency tensor has s2 layers.

domain using multiple basis functions. Each frequency layer ag-
gregates the coefficients computed by the same basis function
in sliding windows of size s× s, and thus contains spatial fea-
tures at one certain frequency. In this work, the stride of the
sliding window is set to 1, and the images are processed with
zero padding of size s− 1. Those layers are then stacked into
two frequency tensors FY ∈ RH×W×L and FG ∈ RH×W×L.
Taking Y as an example, let pij be the patch of size s× s cen-
tered at position (i, j). We transform it into the frequency do-
main using 2D-DCT. The transformed patch is then vectorized
and denoted as uij ∈ Rs2×1, where the elements are arranged
from low frequency to high frequency. The element value of FY
at (i, j, l) is computed by FY (i, j, l) = uij(l), 0 ≤ l ≤ s2 − 1.
The layer number of FY is L = s2, which is determined by the
manually selected patch size. The other frequency tensor FG is
constructed in the same way. A visualization of our frequency
decomposition process is illustrated in Fig. 3.

After transforming the input image pair into two frequency
tensors, our guided denoising is then processed within each layer
independently. DefineFlY ,F

l
G ∈ RH×W as the l-th layers of the

two tensors. Motivated by the guided filtering theory, the l-th
layer of the restored frequency tensor F̂X can be estimated by
the linear representation of the guidance layer, i.e.,

F̂lX = Al � FlG, (2)

where � is the element-wise product operator and Al is the
linear coefficient matrix. However, due to the possible structural
inconsistency between Y and G, it’s not sufficient to rely solely
on the linear representation of the guidance layer to restore the
unique structures of the target layer. To make the restored result
structurally faithful to the target image, we propose to explicitly
include its noisy observation in the representation model.

To some extent, guided denoising is not much different from
the conventional denoising process, except that the guidance
image can provide external information. In previous studies, in-
ternal priors such as sparsity, self-similarity, even implicit ones
learned from training data, have shown their effectiveness in
noise removal. The major purpose of exploiting external infor-
mation is to reproduce the details that are concealed by the ran-
dom noise. Hence, to ensure that our guided denoising can ef-
fectively handle different noise levels, it’s beneficial to learn the
noise features using some internal priors.

Based on the above analysis, we construct an optimization
model to estimate the frequency tensor of the clean target image.
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Fig. 4. Architecture of our proposed FGDNet. First, the noisy target image is fed into the noise estimation module to predict a rough noise map. Then, the
frequency decomposition module transforms the noise map, the noisy target image and the guidance image into three frequency tensors. In the guided denoising
module, three weight tensors are computed with three separate encoders and decoders to synthesize the frequency tensor of the denoised image. Finally, the spatial
reconstruction module transforms the restored frequency tensor back to the spatial domain.

Stacking all the frequency layers together, the objective function
is formulated as

[FX ,FN ,A] = argmin
FX ,FN ,A

||Λ1 � (FX − FY )||2F︸ ︷︷ ︸
fidelity term

+ ||Λ2 � (FX −A� FG)||2F +Φ1(A)︸ ︷︷ ︸
linear representation term

+ ||Λ3 � (FX − FY + FN )||2F +Φ2(FN )︸ ︷︷ ︸
noise estimation term

,

(3)
whereFN is the frequency tensor of noise, {Λi}i=1,2,3 are three
parameter tensors, Φ1(·) is the regularization function of linear
coefficient A, and Φ2(·) is the internal prior of noise.

Suppose Φ1(·) and Φ2(·) are differentiable. To minimize this
objective function, we compute its partial derivatives with re-
spect to A, FN and FX , and let them be zero. Then we can
get

Â = Ψ1(FG,FX), (4)

F̂N = Ψ2(FY ,FX), (5)

and

F̂X =

[
(Λ1 +Λ3)� FY +Λ2 �A� FG−

Λ3 � FN

]
� (Λ1 +Λ2 +Λ3) , (6)

where Ψ1(·) and Ψ2(·) are related to the forms of Φ1(·) and
Φ2(·), and � is the element-wise division operator. The values
of {Λi}i=1,2,3 can be empirically determined by analyzing the
structural correlation between the image pair. For complicated
regularization terms, the optimization process may need to be
performed iteratively.

In fact, the solution of FN is equivalent to a conventional
denoising process, and FX can be regarded as a linear repre-
sentation of the noisy observation, the guidance, and the noise

TABLE I
THE AVERAGE PSNR (DB), SSIM, AND LPIPS VALUES OF FGDNET ON

IMAGES FROM THE RGB-NIR SCENE DATASET UNDER FREQUENCY

DECOMPOSITION WITH DIFFERENT PATCH SIZES. NOISE IS GAUSSIAN WITH A

STANDARD DEVIATION OF 0.2

component. In order to avoid empirically setting the values of
parameter {Λi}i=1,2,3, we introduce a convolutional neural net-
work, called as FGDNet, to accomplish this task. The forms of
Ψ1(·) and Ψ2(·) can also be implicitly learned by training the
network. Here, (6) can be re-written as

F̂X = WY � FY +WN � FN +WG � FG. (7)

Instead of directly computing the denoised image, FGDNet pre-
dicts three weight tensors WY , WN , WG ∈ RH×W×L, and
then compute the denoised frequency tensor using the linear
representation model in (7). Based on the inverse 2D-DCT, we
transform the restored frequency tensor back to the final denois-
ing result X̂.

B. Network Architecture

The architecture of FGDNet is displayed in Fig. 4. It is com-
posed of four parts: the noise estimation module, the frequency
decomposition module, the guided denoising module, and the
spatial reconstruction module.

The noisy RGB image Y is first fed into the noise estimation
module to obtain a rough noise map N̂. Here, we use ADNet [12]
as the backbone architecture, except that the channel number
of each feature map is reduced from the original 64 to 32. Its
attention mechanism helps to estimate the latent noise hidden in
the complicated background.
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TABLE II
ABLATION STUDIES ON GUIDANCE IMAGES, NOISE ESTIMATION, FREQUENCY DECOMPOSITION, AND FREQUENCY-RELEVANT SUPERVISION UNDER GAUSSIAN

NOISE (σ = 0.2) AND MIXED POISSON-GAUSSIAN NOISE (α = 0.02, σ = 0.2)

TABLE III
THE AVERAGE PSNR (DB) AND SSIM VALUES OF THE PRE-DENOISED AND

THE FINAL DENOISED IMAGES OBTAINED WITH DIFFERENT NOISE

ESTIMATORS ON IMAGES FROM THE RGB-NIR SCENE DATASET IN THE CASES

OF GAUSSIAN NOISE (σ = 0.2) AND MIXED POISSON-GAUSSIAN NOISE

(α = 0.02, σ = 0.2)

In the frequency decomposition module, the input RGB-NIR
image pair Y, G, and the estimated noise map N̂ are decom-
posed into 3 frequency tensors FY , FG and FN . Since 2D-DCT
is computed in sliding windows and its basis functions are fixed
and spatially invariant, the decomposition process can be easily
implemented using a convolution block with s2 fixed kernels of
size s× s.

Guided denoising is the core module of the network. Each
frequency tensor is fed into an individual encoder to compute a
C1-channel feature tensor. The encoder contains 6 convolution
blocks with a kernel size of 3× 3. Each convolution operation
is followed by batch normalization and ReLU. Down-sampling
in the first two blocks is implemented using max-pooling. Fea-
ture maps produced by the 2nd∼5th convolution blocks haveC2

channels. In this work, we set C1 = 48 and C2 = 96. The ob-
tained three feature tensors are then concatenated and fed into
three decoders with identical structures. Each decoder is also
composed of 5 convolution blocks with a kernel size of 3× 3.
The first 4 convolution blocks are followed by batch normaliza-
tion and ReLU, while the last one uses Tanh as the activation
function. Up-sampling here is implemented by bilinear interpo-
lation. The decoders predict three weight tensors to compute the
restored frequency tensor F̂X according to (7).

Spatial reconstruction is the inverse process of frequency de-
composition, which transforms the restored frequency tensor
back to the spatial domain. Similarly, it can also be implemented
using a convolution block.

C. Loss Function

In the training stage, the total loss functionL is the summation
of three terms, i.e., the restoration loss Lr, the frequency loss

Lf , and the noise estimation loss Ln, formulated as

L = Lr + Lf + Ln. (8)

Restoration loss: The restoration loss function aims to ensure
the overall denoising accuracy. In this work, it is implemented
by the �1-norm, defined as

Lr = ||X− X̂||1. (9)

Noise estimation loss: To train the noise estimation module along
with the entire network, we exploit a noise estimation loss to
obtain the rough noise map N̂. It is formulated as

Ln = λn||X−
(
Y − N̂

)
||1. (10)

Frequency loss: Considering that the flat contents and the image
structures belong to low and high frequencies, respectively, we
adpot a frequency loss to restore them in different manners.

Here, to give a specific definition of the low-frequency layer,
we estimate the energy distribution of those flat contents in the
frequency domain. According to the DCT theory, for a patch
p of size s× s, its zero frequency coefficient is computed by
fDC = s−1 ·

∑s2−1
i=0 p(i). If the patch is flat, the intensity of each

pixel can be very close to the average value. Hence, the energy
of p satisfies

Ep =

s2−1∑
i=0

p2(i) ≈ s2 ·

⎛
⎝ 1

s2

s2−1∑
i=0

p(i)

⎞
⎠

2

= f2DC. (11)

Based on the Parseval theorem, we can conclude that the en-
ergy of flat areas is basically distributed at zero frequency.
Therefore, it’s natural to regard the zero frequency layer as the
low-frequency layer to restore the desired flat contents. Besides,
according to the frequency-domain sparse coding model pre-
sented in Section I, the zero-frequency coefficient records the
overall brightness level of image. Therefore, it’s reasonable to
restore this single frequency layer individually.

The remaining frequency components record intensity vari-
ations (both soft and strong ones) among neighboring pixels,
which describe the features of edges and details at different lev-
els. Therefore, we treat them all as high frequencies where we
concentrate on estimating image structures.

Hence, in this work, our frequency lossLf is computed by the
summation of a low-frequency loss LLF and a high-frequency
loss LHF.
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TABLE IV
NUMBER OF PARAMETERS (M), FLOPS AND INFERENCE TIME (S) FOR DIFFERENT DENOISING NETWORKS

TABLE V
THE AVERAGE PSNR (DB), SSIM, AND LPIPS VALUES OF DIFFERENT ALGORITHMS ON IMAGES FROM THE RGB-NIR SCENE DATASET IN THE CASES OF

GAUSSIAN NOISE (σ = 0.1; 0.2) AND MIXED POISSON-GAUSSIAN NOISE (α = 0.02, σ = 0.2)

1) Low-frequency loss: To restore flat areas that are spatially
smooth without splotched artifacts, the low-frequency re-
construction error of each pixel is expected to be a con-
stant value close to zero. In other words, the error of each
pixel should be as small as possible, which can be handled
by penalizing the �1-norm of the error map. Besides, as
the reconstruction errors of adjacent overlapping patches
should be close to each other, we penalize its successive
difference as well. Hence, the low-frequency loss can be
mathematically formulated as

LLF = λl1||F̂0
X − F0

X ||1 + λl2||Dh

(
F̂0
X − F0

X

)
||22

+ λl2||Dv

(
F̂0
X − F0

X

)
||22 ,

(12)
whereDh(·) andDv(·) denote the horizontal and the ver-
tical successive difference functions, respectively.

2) High-frequency loss: Here, we use the �1-norm as the high-
frequency loss, i.e.,

LHF =

s2−1∑
l=1

λh||F̂lX − FlX ||1. (13)

The �1 loss leads to sparse solutions, so it’s also beneficial
for reducing high-frequency artifacts in the flat areas.

IV. EXPERIMENTS

In this section, we evaluate the performance of our proposed
FGDNet and compare it with state-of-the-art guided and non-
guided denoising methods on three practical guided denoising
tasks including NIR-guided RGB image denoising, flash-guided
no-flash image denoising, and RGB-guided depth image denois-
ing. Three metrics, i.e., peak signal-to-noise ratio (PSNR), struc-
tural similarity index (SSIM) [52], and learned perceptual image
patch similarity (LPIPS) [53] are adopted to assess the denois-
ing performance. Here, LPIPS measures the perceptual simi-
larity between the denoising result and the ground-truth image
using a pre-trained VGGNet. Compared with PSNR and SSIM,
LPIPS corresponds more to human perceptual judgments that
rely on high-order image structures and are context-dependent,
so it can be used to quantitatively evaluate the visual quality of
the denoising results. Higher PSNR and SSIM, and lower LPIPS
values indicate better performance.

A. Training Details and Parameter Settings

NIR-guided RGB denoising: is evaluated on the RGB-NIR
Scene Dataset [54]. It consists of aligned RGB-NIR image pairs
in 9 categories captured using modified digital single-lens reflex
cameras. We randomly select 389 pairs for training and 45 pairs
for testing. Each subset covers all 9 categories of images. We
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TABLE VI
THE AVERAGE PSNR (DB), SSIM, AND LPIPS VALUES OF DIFFERENT ALGORITHMS ON IMAGES FROM THE FLASH AND AMBIENT ILLUMINATIONS DATASET IN

THE CASES OF GAUSSIAN NOISE (σ = 0.1; 0.2) AND MIXED POISSON-GAUSSIAN NOISE (α = 0.02, σ = 0.2)

TABLE VII
THE AVERAGE PSNR (DB), SSIM, AND LPIPS VALUES OF DIFFERENT ALGORITHMS ON IMAGES FROM THE NYU V2 DATASET IN THE CASES OF GAUSSIAN NOISE

(σ = 0.1; 0.2) AND MIXED POISSON-GAUSSIAN NOISE (α = 0.02, σ = 0.2)

crop the training set into 95,000 pairs of 128× 128 patches as
training data. The entire training stage takes T = 100 epochs.

Flash-guided no-flash denoising: is evaluated on the Flash
and Ambient Illuminations Dataset [55] with image pairs in 6
categories. In our experiments, 1940 pairs are used for train-
ing while 558 pairs are used for testing. In the training stage,
we randomly crop patches of size 128× 128 from the input
image pairs. It takes T = 600 epochs to finish the training
process.

RGB-guided depth denoising: is conducted on the NYU
v2 Dataset [56], where 1000 pairs of them are used for
training and the remaining 449 ones are for evaluation. It
also takes T = 600 epochs to accomplish training. Patches
of size 128× 128 are randomly cropped in each training
epoch.

In this work, we focus on dealing with Poisson noise and
Gaussian noise, which are two main noise types of modern cam-
era sensors. Their intensities are indicated by α and σ, respec-
tively. In each epoch, noisy patches are generated with random
noise levels, with α ranging from 0 to 0.02 and σ ranging from
0 to 0.2. The network is trained using the Adam optimizer [57]
with parameters β1 = 0.9 and β2 = 0.999. The learning rate
is initially set to 0.0003, and changed to 0.0001 after epoch
0.1 · T . For the last 0.7 · T epochs, the learning rate is set to
0.00005. The weight decay is set to 0.0001, and the batch size
is 24. We use 1 Nvidia GeForce GTX 2070 GPU to train the
network.

After going through various parameter settings, we conclude
that our algorithm is not parameter-sensitive. As shown in Ta-
ble I, FGDNet obtains similar PSNR, SSIM and LPIPS values
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Fig. 5. Denoising results of FGDNet with and without guidance image under
mixed Poisson-Gaussian noise (α = 0.02, σ = 0.2).

Fig. 6. Denoising results of FGDNet with and without noise estimation under
mixed Poisson-Gaussian noise (α = 0.02, σ = 0.2).

under frequency decomposition with different patch sizes. Bal-
ancing denoising accuracy and model size, we set patch size
s = 7. For loss function, we set λn = 10, λl1 = 0.5, λl2 = 10
and λh = 2.

B. Ablation Studies

In this section, we conduct ablation studies on image pairs
from the RGB-NIR Scene Dataset [54] to validate the influence
of guidance images, noise estimation, frequency decomposition,
and frequency-relevant supervision to our algorithm.

Guidance image: To demonstrate the contribution of guidance
images to denoising, we use the noisy target image to guide its
own denoising process for comparison. Without changing the
network architecture, the original guided denoising framework
can be converted into a non-guided one. Table II shows that,
in this case, the denoising accuracy is significantly decreased.
Visual results in Fig. 5 show that, without additional guidance
images, both edges and details are over-smoothed during noise
removal.

Noise estimation: To show the necessity of noise estimation
while keeping the same model size, we remove the noise estima-
tion loss in the training stage so as not to force the output of the

Fig. 7. Denoising results with and without frequency decomposition under
mixed Poisson-Gaussian noise (α = 0.02, σ = 0.2).

Fig. 8. Denoising results with and without frequency supervision under mixed
Poisson-Gaussian noise (α = 0.02, σ = 0.2).

original noise estimation module to be noise. Table II demon-
strates that the introduction of noise estimation contributes to
higher denoising accuracy. As shown in Fig. 6, it can further
reduce the splotched artifacts around flat areas.

To further show that an inaccurate noise estimation does not
have a bad influence on denoising performance, we evaluate our
proposed FGDNet in a more challenging situation. That is, we
replace its backbone from the original modified ADNet (denoted
as NEst-A) with a modified DnCNN [9] (denoted as NEst-D)
which only contains three convolution blocks. By subtracting
the estimated noise maps from the noisy target images, we can
obtain the pre-denoised images. The similarity between the pre-
denoised and the ground truth images can indicate the denoising
abilities of the two noise estimators. As shown in Table III, the
noise estimators only produce rough noise maps. However, even
if the highly inaccurate estimated noise map obtained by NEst-D
still contributes to a slight performance gain.

Frequency decomposition: Frequency-domain guided denois-
ing is the core idea of our work. To evaluate its effectiveness, we
conduct guided denoising without frequency decomposition for
comparison. That is, the average weighting is computed in the
spatial domain. To retain the same model size, we modify the
frequency decomposition module and the spatial reconstruction
module into two trainable convolution blocks with kernels of
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Fig. 9. Visualization of three frequency tensors, three weight tensors, and the restored frequency tensor on the zero frequency layer and the first high frequency
layer. Frequency tensors are normalized between 0 and 1 for display, while weight tensors are displayed in pseudo color.

the same size. As shown in Table II, our frequency decomposi-
tion contributes to achieving higher accuracy. The visual results
shown in Fig. 7 demonstrate that using frequency decomposi-
tion can not only restore sharper edges and finer details, but also
alleviate artifacts around flat areas.

Frequency-relevant supervision: To demonstrate the contribu-
tion of frequency-domain supervision to guided denoising, we
retrain our FGDNet without frequency loss. See Table II for the
quantitative comparison. Both cases obtain similar PSNR and
SSIM values. With frequency loss, our FGDNet can achieve
lower LPIPS values, indicating better visual quality. As shown
in Fig. 8, the frequency-relevant supervision helps guided de-
noising preserve richer and more accurate details.

C. Evaluation and Comparison

To demonstrate the contribution of each frequency tensor in
regressing the restoration result, we visualize different frequency
layers and their weight tensors in the NIR-guided RGB image
denoising task. Denote ψ = Y ,N , orG. As displayed in Fig. 9 ,
the zero frequency layer F0

ψ records the base contents of the im-
age. The weights of the noisy RGB imageW0

Y and the estimated
noise map −W0

N are close to each other with slight difference
and also much larger than that of the NIR image W0

G. That
is, the network implicitly takes the advantage of the input guid-
ance image to further refine the denoising result without causing
severe color deviation. As a result, the restored low-frequency
contents are clean and spatially smooth.

In comparison, the high-frequency layers record structural in-
formation of the image. Taking the first one as an example, the
restoration result is contributed by both input images. The guid-
ance image plays the role of ensuring structural saliency and
reducing unwanted high-frequency responses for the flat areas.
Patch I and Patch II, as marked by the yellow boxes, display
the structurally inconsistent contents between the input RGB
and NIR images. When dealing with inconsistent structures,
the weight values of the guidance image are close to zero to
avoid transferring its unique contents to the denoising result. In
the restored frequency layer F̂1

X = W1
Y � F1

Y +W1
N � F1

N +
W1

G � F1
G, the reconstructed structural information is salient

and clean, and also faithful to the target image.
Further, we quantitatively evaluate our algorithm on three dif-

ferent guided denoising tasks: NIR-guided RGB image denois-
ing, flash-guided no-flash image denoising, and RGB-guided
depth image denoising. We also compare it to the state-of-the-art
guided restoration algorithms including GF [17], CFJR [39],
SVLRM [18], CUNet [19], DKN [42], and UMGF [20], as
well as non-guided blind denoising algorithms including AD-
Net [12], MIRNet [29], NBNet [30], MPRNet [24], HINet [58],
Uformer [31], DGUnet [59], and NAFNet [60]. For a fair com-
parison, we conduct an exhaustive search for the optimal param-
eter settings of GF and CFJR. The remaining comparative algo-
rithms are learning-based ones. We retrain their network mod-
els using the official codes provided by the authors on the same
training set as ours. We use an additional dataset that contains
3859 images provided by [12] to generate synthetic noisy/clean
image pairs when training the non-guided denoising algorithms.
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Fig. 10. Denoising results on the RGB-NIR Scene Dataset under Gaussian noise (σ = 0.1) obtained by the comparative non-guided and guided denoising
methods, and our FGDNet with different model sizes.

The training parameters are exactly set according to the corre-
sponding papers. For color image denoising, the comparative
methods process each channel independently, which is the same
as our FGDNet.

In addition, to show the influence of model size on the denois-
ing accuracy, we conduct guided denoising using two alternative
versions of FGDNet with different model sizes, i.e., FGDNet-m
(C1 = 32,C2 = 64), and FGDNet-s (C1 = 24,C2 = 48). Their
numbers of parameters, floating points per second (FLOPs), and
inference time are listed in Table IV along with other compara-
tive algorithms. Here, FLOPs and inference time are measured
with input images of size 128× 128. We can observe that the
non-guided denoising models are basically much larger than the
guided ones. In comparison, our FGDNet not only has smaller
parameter numbers, but also has lower computational complex-
ity and require less time to complete the denoising process. More
specifically, our FGDNet spends 3.57 ms on noise estimation,
and 8.32 ms on the remaining guided denoising step including
frequency transformation. Here, frequency decomposition only
takes about 0.13 ms.

NIR-guided RGB image denoising: is evaluated on the RGB-
NIR Scene Dataset [54]. Table V lists the average PSNR, SSIM
and LPIPS values on the test set. Among the competing al-
gorithms, the non-guided approaches basically achieve higher
PSNR and SSIM values than the guided ones. Here, PSNR is a
per-pixel measure. SSIM evaluates similarity based on the local
mean, variance, and covariance values, which are all statistical
metrics. Hence, both PSNR and SSIM are sensitive to inten-
sity changes, and can be employed to indicate whether noise is
completely removed. Therefore, the non-guided denoisers have
stronger noise removal abilities. In fact, the denoising accuracy
can be affected by a series of complicated factors, such as the
complexity of the network architecture, the size of the model,
the training scheme, etc. These non-guided denoisers basically
adopt more complicated network designs and larger model sizes.
It’s reasonable that they may have higher robustness when deal-
ing with different noise levels. However, as discussed in [53],
PSNR and SSIM cannot perceive high-order structures as in hu-
man judgments. A blurry output can also achieve high PSNR
and SSIM values. As shown in Fig. 10, all non-guided models
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Fig. 11. Denoising results on the realistic RGB-NIR image pair obtained by the comparative non-guided and guided denoising methods, and our FGDNet with
different model sizes.

produce very clean denoising results, but the detailed contents
are over-smoothed at the same time.

Compared to non-guided denoisers, the superiority of compet-
ing guided denoising models including CFJR, SVLRM, CUNet,
and UMGF is that they basically obtain lower LPIPS values, as
listed in Table V, which indicates their better visual quality.
The visual comparison in Fig. 10 demonstrates that, the supe-
rior visual quality lies in the fact that they can make the use
of the additional structural information of the guidance image
to restore the target image with richer details. However, when
dealing with structurally inconsistent contents, the guided de-
noisers GF, CFJR, SVLRM and UMGF can produce ghosting
artifacts. Different from the aforementioned guided denoising
models, DKN exploits the guidance image only to compute the
weights and offsets for a set of deformable kernels, and then
uses them to filter the noisy target image to obtain the restora-
tion result. It doesn’t explicitly involve the guidance image into
the restoration model, and therefore cannot make the best use
of its structural information to restore clean images with salient
structures.

In addition, the competing guided denoising algorithms in-
cluding GF, SVLRM, and UMGF have a common drawback
that they cannot remove noise completely, especially at high
noise levels. Therefore, they basically obtain lower PSNR and
SSIM values than the non-guided ones. More specifically, GF
uses a local linear representation model of the guidance image
to estimate the restored target image. Denote y, g as a pair of
patches extracted from the input target and guidance images Y
and G at the same position, respectively. The restored patch
is computed by x̂ = a · g + b, where a = Cov(y,g)/(vg + ε)
and b = y − a · g. Here, y and g are the mean pixel values of
y and g, vg is the variance of pixel values of patch g, Cov(·) is
the covariance function, and ε is a smoothness-related param-
eter. As discussed in [17], when g is flat, i.e., vg ≈ 0 � ε, we
can obtain a ≈ 0 and b ≈ y. In other words, GF is equivalent to
mean filtering in the flat areas, which is the reason for its limited
denoising ability.

SVLRM predicts two linear coefficient mapsFa andFb using
a shared convolutional network and estimates the restored target
image by X̂ = Fa �G+ Fb. However, as analyzed in [20], it’s
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Fig. 12. Denoising results of flash/no-flash image pairs on the Flash and Am-
bient Illuminations Dataset (σ = 0.1).

actually difficult to disentangle the functions and the represen-
tations of Fa and Fb using a shared network, especially without
corresponding supervisions. Hence, it cannot guarantee that Fa
effectively accomplishes structure transfer from the guidance
image and Fb retains the clean base components of the noisy
target image since both of them are learned implicitly.

UMGF uses mean filtering to obtain the base layers YL and
GL of the noisy target image Y and the guidance image G,
respectively. Then, it computes the corresponding detail lay-
ersYm = Y −YL andGm = G−GL. Here, UMGF directly
uses YL as the base layer of the denoising result, and learns a
linear coefficient map F to regress the restored detail layer by
F�Gm. However, due to the limited denoising ability of mean
filtering, in the training stage, the computation of F�Gm not
only has to complete the structure transfer, but also has to com-
pensate for the inaccurate noise removal of the base layer. It’s
actually difficult to depend only on such a linear representation
of the detail layer extracted from the guidance image to well bal-
ance the above two issues. Therefore, we can observe from the
denoising results that, UMGF not only causes splotched artifacts
but also slightly blurs the image structures.

In comparison, our FGDNet, even the smallest FGDNet-s,
outperforms all guided and non-guided comparative methods

Fig. 13. Denoising results of depth/RGB image pairs on the NYU v2 Dataset
(σ = 0.1).

with higher PSNR, SSIM and lower LPIPS values, showing that
it achieves both the highest denoising accuracy and also the
highest visual quality. Thanks to the explicit frequency decom-
position, our FGDNet can simultaneously focus on the noise
removal of low-frequency components and the structure recon-
struction of high-frequency components. The noise estimation
term can further ensure its robustness to different noise levels.
The visual result in Fig. 10 shows that FGDNet not only can
restore flat contents that are spatially smooth without splotched
artifacts, but also reconstructs salient structures based on the
guidance image. In addition, due to the data fidelity constraint
in our restoration model, our FGDNet effectively avoids trans-
ferring inconsistent contents from the guidance image. As shown
in Fig. 10, it can restore image structures faithfully to the noisy
target input, even when severe inconsistencies occur, marked by
the blue boxes.

We also evaluate our algorithm on the realistic RGB-NIR pairs
obtained by our dual-camera system. As shown in Fig. 11, the
image pair is captured in the low-light environment with addi-
tional NIR light provided by an NIR lamp. For clear illustration,
the RGB input and the denoised images are processed with tone
mapping. Similar to the restoration results on synthetic data, our
algorithm can effectively remove noise and cause much fewer
artifacts than the comparative methods. Non-guided denoising
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methods tend to over-smooth the details. Highlights in the NIR
image leave ghosting artifacts in the results obtained by guided
denoising methods including GF, CFJR, SVLRM, and UMGF,
while our algorithm is not affected.

Flash-guided no-flash image denoising: is validated on the
Flash and Ambient Illuminations Dataset [55]. Table VI shows
that our FGDNet basically achieves the highest accuracy under
different noise levels. Visual results are displayed in Fig. 12.
Similarly, all non-guided algorithms over-smooth the details.
Guided denoising methods including GF, CFJR, SVLRM,
CUNet and UMGF cause ghosting artifacts due to the shadows
in the flash image. In comparison, our FGDNet not only removes
noise completely, but also preserves fine structures faithfully to
the target image.

RGB-guided depth image denoising: is validated on the NYU
v2 Dataset [56]. Quantitative and visual results are shown in
Table VII and Fig. 13, respectively. Compared with the state-of-
the-art non-guided denoising algorithms, our FGDNet achieves
higher denoising accuracy, and can recover depth-discontinuity
pixels according to the guidance RGB image. Traditional guided
denoising algorithms including GF and CFJR bring unwanted
textures from the RGB image into the restored depth images. In
comparison, our restored clean depth images have fewer artifacts
and finer structures.

V. CONCLUSION

In this work, we propose a frequency-domain guided denois-
ing algorithm to restore clean images from well-aligned image
pairs. Different from common guided restoration approaches
that are directly conducted on the image itself, we decompose
the image pairs into various frequency layers and conduct guided
denoising within each layer independently. To deal with the pos-
sible structural inconsistency problem between the image pair,
we take into account both the representation model with re-
spect to the guidance image and the structural fidelity to the
target image. We construct an optimization function to explore
its mathematical formulation, and solve it using a convolutional
network, called as FGDNet. To restore flat contents without
artifacts and also clear structures, we further introduce a fre-
quency loss to conduct different supervision processes on the
low-frequency layer and the high-frequency layers. Compared to
the state-of-the-art approaches, our FGDNet can achieve higher
accuracy and also better visual quality.

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers and
associate editor for their valuable comments.

REFERENCES

[1] A. Buades, B. Coll, and J.-M. Morel, “A non-local algorithm for image
denoising,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2005,
vol. 2, pp. 60–65.

[2] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denoising by
sparse 3-D transform-domain collaborative filtering,” IEEE Trans. Image
Process., vol. 16, no. 8, pp. 2080–2095, Aug. 2007.

[3] W. Dong, L. Zhang, G. Shi, and X. Li, “Nonlocally centralized sparse
representation for image restoration,” IEEE Trans. Image Process., vol. 22,
no. 4, pp. 1620–1630, Apr. 2013.

[4] W. Dong, G. Shi, and X. Li, “Nonlocal image restoration with bilateral
variance estimation: A low-rank approach,” IEEE Trans. Image Process.,
vol. 22, no. 2, pp. 700–711, Feb. 2013.

[5] S. Gu, L. Zhang, W. Zuo, and X. Feng, “Weighted nuclear norm minimiza-
tion with application to image denoising,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2014, pp. 2862–2869.

[6] J. Xu, L. Zhang, and D. Zhang, “A trilateral weighted sparse coding scheme
for real-world image denoising,” in Proc. Eur. Conf. Comput. Vis., 2018,
pp. 20–36.

[7] Y. Hou et al., “NLH: A blind pixel-level non-local method for real-world
image denoising,” IEEE Trans. Image Process., vol. 29, pp. 5121–5135,
2020.

[8] M. Elad and M. Aharon, “Image denoising via sparse and redundant repre-
sentations over learned dictionaries,” IEEE Trans. Image Process., vol. 15,
no. 12, pp. 3736–3745, Dec. 2006.

[9] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond a Gaussian
denoiser: Residual learning of deep CNN for image denoising,” IEEE
Trans. Image Process., vol. 26, no. 7, pp. 3142–3155, Jul. 2017.

[10] S. I. Cho and S.-J. Kang, “Gradient prior-aided CNN denoiser with sepa-
rable convolution-based optimization of feature dimension,” IEEE Trans.
Multimedia, vol. 21, no. 2, pp. 484–493, Feb. 2019.

[11] S. Guo, Z. Yan, K. Zhang, W. Zuo, and L. Zhang, “Toward convolutional
blind denoising of real photographs,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2019, pp. 1712–1722.

[12] C. Tian et al., “Attention-guided CNN for image denoising,” Neural Netw.,
vol. 124, pp. 117–129, 2020.

[13] Y. Du, G. Han, Y. Tan, C. Xiao, and S. He, “Blind image denoising via
dynamic dual learning,” IEEE Trans. Multimedia, vol. 23, pp. 2139–2152,
2021.

[14] R. Ma, S. Li, B. Zhang, and Z. Li, “Towards fast and robust real image
dnoising with attentive neural network and PID controller,” IEEE Trans.
Multimedia, vol. 24, pp. 2366–2377, 2022.

[15] J. Ma, C. Peng, X. Tian, and J. Jiang, “DBDnet: A deep boosting strategy
for image denoising,” IEEE Trans. Multimedia, vol. 24, pp. 3157–3168,
2022.

[16] C. Mou, J. Zhang, X. Fan, H. Liu, and R. Wang, “COLA-Net: Collaborative
attention network for image restoration,” IEEE Trans. Multimedia, vol. 24,
pp. 1366–1377, 2022.

[17] K. He, J. Sun, and X. Tang, “Guided image filtering,” in Proc. Eur. Conf.
Comput. Vis., Springer, 2010, pp. 1–14.

[18] J. Pan et al., “Spatially variant linear representation models for joint
filtering,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2019,
pp. 1702–1711.

[19] X. Deng and P. L. Dragotti, “Deep convolutional neural network for multi-
modal image restoration and fusion,” IEEE Trans. Pattern Anal. Mach.
Intell., vol. 43, no. 10, pp. 3333–3348, Oct. 2021.

[20] Z. Shi, Y. Chen, E. Gavves, P. Mettes, and C. G. Snoek, “Unsharp mask
guided filtering,” IEEE Trans. Image Process., vol. 30, pp. 7472–7485,
2021.

[21] X. Zhang, T. Sim, and X. Miao, “Enhancing photographs with near infra-
red images,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2008,
pp. 1–8.

[22] D. Kahneman, “Method, findings, and theory in studies of visual masking,”
Psychol. Bull., vol. 70, no. 6pt.1, pp. 404–425, 1968.

[23] J. Wright et al., “Sparse representation for computer vision and pattern
recognition,” IEEE Proc. IRE, vol. 98, no. 6, pp. 1031–1044, Jun. 2010.

[24] S. W. Zamir et al., “Multi-stage progressive image restoration,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2021, pp. 14816–14826.

[25] N. Rahaman et al., “On the spectral bias of neural networks,” in Proc. Int.
Conf. Mach. Learn., 2019, pp. 5301–5310.

[26] D. Yin, R. G. Lopes, J. Shlens, E. D. Cubuk, and J. Gilmer, “A fourier
perspective on model robustness in computer vision,” in Proc. Adv. Neural
Inf. Process. Syst., 2019, vol. 32, pp. 13276–13286.

[27] R. A. Haddad et al., “A class of fast Gaussian binomial filters for speech
and image processing,” IEEE Trans. Signal Process., vol. 39, no. 3,
pp. 723–727, Mar. 1991.

[28] M. Elad, “On the origin of the bilateral filter and ways to improve it,” IEEE
Trans. Image Process., vol. 11, no. 10, pp. 1141–1151, Oct. 2002.

[29] S. W. Zamir et al., “Learning enriched features for real image restora-
tion and enhancement,” in Proc. Eur. Conf. Comput. Vis., Springer, 2020,
pp. 492–511.

[30] S. Cheng et al., “NBNet: Noise basis learning for image denoising with
subspace projection,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2021, pp. 4896–4906.

[31] Z. Wang et al., “Uformer: A general U-shaped transformer for image
restoration,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2022,
pp. 17683–17693.

Authorized licensed use limited to: Zhejiang University. Downloaded on November 07,2023 at 00:49:50 UTC from IEEE Xplore.  Restrictions apply. 



SHENG et al.: FREQUENCY-DOMAIN DEEP GUIDED IMAGE DENOISING 6781

[32] C. Tian et al., “Deep learning on image denoising: An overview,” Neural
Netw., vol. 131, pp. 251–275, 2020.

[33] S. Soltanayev and S. Y. Chun, “Training deep learning based denoisers
without ground truth data,” in Proc. Adv. Neural Inf. Process. Syst., 2018,
vol. 31, pp. 3261–3271.

[34] A. Krull, T.-O. Buchholz, and F. Jug, “Noise2Void-learning denoising from
single noisy images,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2019, pp. 2129–2137.

[35] J. Byun, S. Cha, and T. Moon, “FBI-Denoiser: Fast blind image denoiser
for Poisson-Gaussian noise,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2021, pp. 5768–5777.

[36] W. Lee, S. Son, and K. M. Lee, “AP-BSN: Self-supervised denoising for
real-world images via asymmetric PD and blind-spot network,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022, pp. 17725–17734.

[37] Z. Li, J. Zheng, Z. Zhu, W. Yao, and S. Wu, “Weighted guided image filter-
ing,” IEEE Trans. Image Process., vol. 24, no. 1, pp. 120–129, Jan. 2015.

[38] F. Kou, W. Chen, C. Wen, and Z. Li, “Gradient domain guided image
filtering,” IEEE Trans. Image Process., vol. 24, no. 11, pp. 4528–4539,
Nov. 2015.

[39] Q. Yan et al., “Cross-field joint image restoration via scale map,” in Proc.
IEEE Int. Conf. Comput. Vis., 2013, pp. 1537–1544.

[40] Y. Li, J.-B. Huang, N. Ahuja, and M.-H. Yang, “Deep joint image filtering,”
in Proc. Eur. Conf. Comput. Vis., Springer, 2016, pp. 154–169.

[41] H. Wu, S. Zheng, J. Zhang, and K. Huang, “Fast end-to-end trainable
guided filter,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2018,
pp. 1838–1847.

[42] B. Kim, J. Ponce, and B. Ham, “Deformable kernel networks for joint
image filtering,” Int. J. Comput. Vis., vol. 129, no. 2, pp. 579–600, 2021.

[43] D. Krishnan and R. Fergus, “Fast image deconvolution using hyper-
Laplacian priors,” in Proc. Adv. Neural Inf. Process. Syst., 2009, vol. 22,
pp. 1033–1041.

[44] J. Kruse, C. Rother, and U. Schmidt, “Learning to push the limits of effi-
cient FFT-based image deconvolution,” in Proc. IEEE Int. Conf. Comput.
Vis., 2017, pp. 4586–4594.

[45] W. Zou et al., “SDWNet: A straight dilated network with wavelet trans-
formation for image deblurring,” in Proc. IEEE Int. Conf. Comput. Vis.
Workshops, 2021, pp. 1895–1904.

[46] X. Mao, Y. Liu, W. Shen, Q. Li, and Y. Wang, “Deep residual Fourier
transformation for single image deblurring,” 2021, arXiv:2111.11745.

[47] W. Xie et al., “Learning frequency-aware dynamic network for efficient
super-resolution,” in Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 4308–
4317.

[48] M. El Helou, R. Zhou, and S. Süsstrunk, “Stochastic frequency masking
to improve super-resolution and denoising networks,” in Proc. Eur. Conf.
Comput. Vis., Springer, 2020, pp. 749–766.

[49] P. Liu, H. Zhang, K. Zhang, L. Lin, and W. Zuo, “Multi-level wavelet-CNN
for image restoration,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.
Workshops, 2018, pp. 773–782.

[50] H. Mo et al., “Frequency attention network: Blind noise removal for real
images,” in Proc. Asian Conf. Comput. Vis., 2020, pp. 168–184.

[51] A. Foi, M. Trimeche, V. Katkovnik, and K. Egiazarian, “Practical
Poissonian-Gaussian noise modeling and fitting for single-image raw-
data,” IEEE Trans. Image Process., vol. 17, no. 10, pp. 1737–1754,
Oct. 2008.

[52] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality
assessment: From error visibility to structural similarity,” IEEE Trans.
Image Process., vol. 13, no. 4, pp. 600–612, Apr. 2004.

[53] R. Zhang, P. Isola, A. A. Efros, E. Shechtman, and O. Wang, “The un-
reasonable effectiveness of deep features as a perceptual metric,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 586–595.

[54] M. Brown and S. Süsstrunk, “Multi-spectral SIFT for scene category
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2011,
pp. 177–184.

[55] Y. Aksoy et al., “A dataset of flash and ambient illumination pairs from
the crowd,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 634–649.

[56] N. Silberman, D. Hoiem, P. Kohli, and R. Fergus, “Indoor segmentation
and support inference from RGBD images,” in Proc. Eur. Conf. Comput.
Vis., Springer, 2012, pp. 746–760.

[57] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
in Proc. Int. Conf. Learn. Representations, 2015.

[58] L. Chen, X. Lu, J. Zhang, X. Chu, and C. Chen, “HINet: Half instance nor-
malization network for image restoration,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit. Workshops, 2021, pp. 182–192.

[59] C. Mou, Q. Wang, and J. Zhang, “Deep generalized unfolding networks for
image restoration,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2022, pp. 17399–17410.

[60] L. Chen, X. Chu, X. Zhang, and J. Sun, “Simple baselines for image
restoration,” in Proc. Eur. Conf. Comput. Vis., 2022.

Zehua Sheng received the B.E. degree in 2017 from
Zhejiang University, Hangzhou, China, where he is
currently working toward the Ph.D. degree with the
College of Information Science and Electronic En-
gineering, Zhejiang University. His research inter-
ests include image denoising and multimodal image
processing.

Xiongwei Liu received the B.E. degree in 2020 from
Zhejiang University, Hangzhou, China, where he is
currently working toward the master’s degree with
the College of Information Science and Electronic
Engineering, Zhejiang University. His research inter-
ests include multimodal image denoising and deep
learning.

Si-Yuan Cao received the B.E. degree in elec-
tronic information engineering from Tianjin Univer-
sity, Tianjin, China, in 2016, and the Ph.D. degree in
electronic science and technology from Zhejiang Uni-
versity, Hangzhou, China, in 2022. He is currently an
Assistant Researcher with Ningbo Innovation Center,
Zhejiang University. His research interests include
multispectral/multimodal image registration, homog-
raphy estimation, place recognition, and image pro-
cessing.

Hui-Liang Shen received the B.E. and Ph.D. degrees
in electronic engineering from Zhejiang University,
Hangzhou, China, in 1996 and 2002, respectively.
He was a Research Associate and Research Fellow
with The Hong Kong Polytechnic University, Hong
Kong, from 2001 to 2005. He is currently a Full Pro-
fessor with the College of Information Science and
Electronic Engineering, Zhejiang University. His re-
search interests include multispectral imaging, image
processing, computer vision, and machine learning.

Huaqi Zhang received the M.D. degree from
Hangzhou Dianzi University, Hangzhou, China, in
2004. He is currentlywith the vivo Mobile Commu-
nication Company, Ltd. His main research interests
include computer vision and machine learning.

Authorized licensed use limited to: Zhejiang University. Downloaded on November 07,2023 at 00:49:50 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


