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Efficient Photometric Stereo
Using Kernel Regression
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Abstract— Photometric stereo estimates surface normals from
multiple images captured under different light directions using a
fixed camera. To deal with non-Lambertian reflections, the recent
photometric stereo methods employ iterative or optimization
frameworks that are computationally expensive. This paper
proposes an efficient photometric stereo method using kernel
regression, which can be transformed to an eigendecomposition
problem. The kernel parameter is variable for each surface point
so that it can cope with the variety of general reflectances. The
best kernel parameter is automatically determined by leave-one-
out cross validation. To improve computational efficiency, the
leave-one-out process is accelerated by fast matrix computation
and proper normal initialization. The proposed photometric
stereo method is extensively evaluated on synthetic and real
surfaces with various reflectances. Experimental results validate
that the method is computationally efficient and achieves the
state-of-the-art accuracy in surface normal estimation.

Index Terms— Photometric stereo, kernel regression, eigen
decomposition, surface normal, surface reconstruction, non-
Lambertian, general reflectance, BRDF, variable kernel, leave-
one-out, cross-validation, acceleration, computational efficiency.

I. INTRODUCTION

PHOTOMETRIC stereo has been widely employed
in surface reconstruction since the pioneer work of

Woodham [1]. In photometric stereo, an object surface is
illuminated by multiple directional light sources and its images
are captured by a camera at a fixed viewpoint [2]. Under
the assumption of ideal Lambertian reflection, surface normal
can be computed from only three images. For object surface
with non-Lambertian reflection, a larger number of images are
always necessary. By treating highlight and shadow pixels as
outliers, surface normal can be computed from the remaining
pixels under the assumption of Lambertian reflection [3]–[10].

For many real object surfaces, however, highlight detec-
tion is not an easy task due to rough specular highlight or
even non-Lambertian diffuse reflection. In recent years, some
works handle various bidirectional reflectance distribution
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functions (BRDFs) [11], [12] by either employing parametric
reflectance models [13]–[17] or exploiting reflectance proper-
ties [18]–[26]. A limitation is that, as most methods employ
iterative scheme or optimization framework, normal estima-
tion is computationally expensive. This limitation becomes a
practical issue when a large number of light sources are used
in photometric stereo.

This work proposes an efficient photometric stereo method
for surfaces with general reflectances, under the condition of
known light directions. In the method, normal estimation is
formulated as kernel regression, which is further formulated as
eigen decomposition. To our knowledge, despite its application
in image restoration [27], kernel regression has not been
introduced in photometric stereo. To appropriately describe the
reflectances of various materials, the best kernel parameters are
determined by leave-one-out (LOO) cross-validation. In the
LOO process, the computation of inverse Gram matrix is
accelerated by fast matrix manipulation, and eigen decompo-
sition is speeded up by proper normal initialization. By this
mean, the computational efficiency of the proposed photomet-
ric stereo method is much improved. Experiments have been
conducted to evaluate the proposed method on both synthetic
and real-world scenes.

A. Related Work

Photometric stereo was introduced based on the strict
assumption of Lambertian reflection and known directional
illumination condition [1]. It has been extended in early works
by introducing extra light sources to deal with highlight and
shadow [3], [4]. To cope with heavy highlight or shadow,
some works [5]–[10] employ more images and treat high-
light or shadow as outliers, while keeping the underlying
Lambertian diffuse reflection assumption. The outliers have
been detected using iterative schemes such as random sam-
ple consensus (RANSAC) [5], graph cuts [6], and median
filtering (MH10, [7]). Alternatively, outlier detection has been
cast as optimization problems that can be solved by integer
programming [8], low-rank matrix recovery (WG10, [9]), or
sparse Bayesian learning (IW12, [10]). With well formu-
lated optimization frameworks, these methods are capable of
producing improved accuracy on materials with Lambertian
diffuse reflection. The computational burden of these iterative
or optimization methods can be very heavy when employing
a large number of light sources.

The outlier-detection based methods cannot work well
on object surfaces with rough specular highlight or
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non-Lambertian diffuse reflection. To deal with complex
reflectances, some works use typical BRDF models [13], [14]
or a set of non-parametric basis BRDFs [15], [16]. Others
explore the general reflectance properties such as isotropy,
reciprocity symmetry, monotonicity, and reflection sparsity
[20]–[26]. Instead of being regarded as outlier, in recent works
shadow has also been employed for normal estimation based
on simple shadow detection [13], [28] or Lambertian reflection
assumption [29].

It is noted that general real-world reflectances are complex
[11], [12] and cannot be described by classical parametric
BRDF models [30], [31] with high accuracy. Recently a novel
biquadratic reflectance model has been introduced for normal
estimation in photometric stereo (ST14, [17]). Compared
with the classical ones, the model is concise and accurate
in representing the low-frequency components. A limitation
is that the high-frequency components should be discarded
beforehand. In [19] a bivariate monotonic smooth function
is used to approximate the observed intensity in formulating
a constrained bivariate regression problem. A most recent
work (HS15, [26]) models the specular highlight, diffuse
and shadow components based on their respective reflection
characteristics, and formulates normal estimation as a second
order cone programming problem. This method works well
on surfaces with general reflectances at the cost of high
computational complexity.

Uncalibrated photometric stereo, which does not require
known illumination condition, has also been developed.
By assuming Lambertian reflection and integrable sur-
face, light direction ambiguity is reduced to the General
Bas-Relief (GBR) ambiguity [32]. The GBR ambiguity can
be further resolved by normal and albedo grouping [33] or
entropy distribution minimization [34]. In manifold embedding
based methods [28], [35], surface normals are recovered up
to a global rotation ambiguity. To deal with general isotropic
BRDFs, the work [36] maps the distances of intensity profiles
to angular differences of normals without strict reflection
assumption. By exploiting the BRDF symmetry of general
isotropic reflectances, the elevation angles of surface normals
have been reliably recovered [37]. In [38] the complete 3D
model is obtained under multiview images. Compared with
calibrated photometric stereo methods, the uncalibrated meth-
ods are more desired in practical data acquisition but less
accurate in normal estimation [39].

B. Contributions
As mentioned, this paper proposes an efficient photometric

stereo method based on kernel regression with known illumi-
nation condition. The difference between the proposed method
and related work is as follows. In [15] and [16], the reflectance
of each surface point is represented by a few basis BRDFs.
By imposing necessary constraints, the basis BRDFs and sur-
face normal are iteratively solved via alternating constrained
least squares. In this work, the reflectance is represented by
a large number of fixed (known) nonlinear basis functions,
which are determined by light directions. By formulating
the photometric stereo problem as kernel regression, surface
normal can be efficiently solved in closed form, without

alternating optimization. Different from [19] that uses the
Bernstein polynomials, the proposed method employs the
general kernel function that maps light direction to the Hilbert
feature space. The space can have high or even infinite
dimensionality, and hence is more appropriate in representing
the variety of reflectances.

In summary, the main contributions of this work are
twofold:

• A novel photometric stereo method is proposed for gen-
eral isotropic reflectances using kernel regression, which
is further transformed to an eigen decomposition problem.

• The best parameter of each variable kernel is determined
by accelerated cross-validation with fast matrix compu-
tation and proper normal initialization.

The accuracy and efficiency of the proposed photometric
stereo method have been validated by extensive experiments
on both synthetic and real-world data.

II. PHOTOMETRIC STEREO USING KERNEL REGRESSION

A. Formulation

Suppose that a surface point with normal n is illuminated by
a light source from the direction l, then the observed intensity
o(n, l) of the surface point is modeled as

o(n, l) = ρ(n, l)lTn, (1)

where ρ(n, l) denotes the reflectance relating to surface normal
and light direction. Note that shadow pixels are not considered
here.1 As in [26], we introduce a new reflectance s(n, l) :=
1/ρ(n, l), then (1) becomes

s(n, l) = lTn
o

. (2)

Note that the variables n and l of intensity o are omitted to
simplify notation. As the normal of a given surface point is
fixed, reflectance can be written as s(l) because light direction
is the only variable. Hence (2) can be rewritten as

s(l) = lTn
o

. (3)

By disregarding normal n, the reflectance s(l) does not contain
any unknown variables. However, this treatment may result
in a highly nonlinear reflectance function due to the complex
nature of general BRDFs. To deal with the nonlinearity of s(l),
we resort to the “kernel trick” by introducing a general
nonlinear basis function φ(·) : R

3 → H that maps l to a
reproducing kernel Hilbert space H. Then the reflectance is
represented as s(l) = φ(l)Tw, with w being the weight vector
to be estimated. Consequently (3) becomes

φ(l)Tw = lTn
o

. (4)

For a photometric stereo system with M light directions, (4)
can be represented in matrix form

�w = ˜LTn, (5)

1This work supposes that shadow pixels have been detected by a threshold
beforehand.
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where � = (φ(l1),φ(l2), · · · ,φ(lM ))T is the basis function
matrix, and ˜L = ( l1

o1
, l2

o2
, · · · , lM

oM
) is referred as light-intensity

matrix.
The normal n and weight w can be robustly estimated using

ridge regression,

{n, w} = arg min
n,w

‖˜LTn − �w‖2
2 + μwTw,

s.t. nTn = 1, (6)

where μ is the regularization parameter. Note that the con-
straint of normal, nTn = 1, is also incorporated in (6). Using
kernel trick, w is represented by the linear combination of �,
i.e., w = �Ta, and then (6) can be reformulated as

min
n,a

‖˜LTn − Ka‖2
2 + μaTKa s.t. nTn = 1, (7)

which is a constrained kernel regression problem. Here
K = ��T is the Gram matrix with entries

Kij = 〈φ(li ),φ(l j )〉 = k(li , l j ), (8)

where k(li , l j ) is the kernel function. This work adopts the
Gaussian kernel with the form

k(li , l j ) = exp(−β‖li − l j ‖2
2), (9)

where β is the kernel parameter. Note that the value of β
determines the complexity of the kernel function. A smaller
β generally results in a simpler reflectance model and vice
versa. The detailed interpretation is given in Appendix A.

Note that although the expression of basis function φ is not
explicitly speficied, the basis function matrix � is known as
both the light directions (li and l j ) and kernel function k(·, ·)
are known. The photometric stereo problem (7) is to solve the
weight coefficients a and normal n with the known K and ˜L.

B. Solution

The optimization problem (7) can be transformed to eigen
decomposition. The derivation is based on the following two
Lemmas.

Lemma 1: For a definite matrix A and any vector b, the
quadratic function

f (x) = xTAx
2

− xTb, (10)

has a global minimum f (x0) = − 1
2 bTA−1b at x0 = A−1b.

Proof: See Appendix B.
Lemma 2: For a symmetric matrix K, if (K + μI) is

invertible, we have I − (K + μI)−1K = μ(K + μI)−1.
Proof: See Appendix C.

By expanding the L2 norm squared and collecting the terms
relating to a together, problem (7) can be written as

min
n,a

nT
˜L˜LTn + aT(K2 + μK)a − 2nT

˜LKa

s.t. nTn = 1. (11)

Note that coefficient a relates only to the second and third
terms, we define a subproblem

�(n) = min
a

aT(K2 + μK)a − 2nT
˜LKa. (12)

Algorithm 1 Estimating Surface Normal

Then the original problem (11) can be written as

min
n

nT
˜L˜LTn + �(n) s.t. nTn = 1. (13)

According to Lemma 1,

�(n) = −(nT
˜L)(K + μI)−1K(˜LTn). (14)

Substituting (14) into (13) yields

min
n

nT
˜L˜LTn − (nT

˜L)(K + μI)−1K(˜LTn),

s.t. nTn = 1. (15)

It can be further transformed to

min
n

(nT
˜L)(I − (K + μI)−1K)(˜LTn) s.t. nTn = 1. (16)

According to Lemma 2, (16) can be simplified to

min
n

μnTPn, s.t. nTn = 1, (17)

where

P = ˜L(K + μI)−1
˜LT = ˜LX˜LT, (18)

with X = (K + μI)−1. In (17), the minimum is attained at
the eigenvector corresponding to the minimal eigenvalue of P,
and the surface normal is the corresponding eigenvector n [40].
Hence (17) is actually an eigen decomposition problem.

To summarize, Algorithm 1 outlines the computation
of surface normal. The computational cost is analyzed as
follows:

1) Computation of the Gram matrix K. As the shaded light
direction set is the subset of the whole light direction set,
we can compute a complete Gram matrix ̂K of the whole
light direction set beforehand. The actual Gram matrix
K can be directly obtained by extracting the subset of ̂K.
Hence the computational cost of this step is negligible.

2) Computation of the M × M matrix X = (K + μI)−1.
The computational complexity of this matrix is generally
O(M3). Though its computation speed can be improved
by some efficient solvers, the complexity is generally
higher than O(M2).

3) Computation of the eigenvectors corresponding to the
minimum eigenvalue of P. The computational complex-
ity is almost irrelevant to M .

It is clear from the above analysis that the computational
cost of Algorithm 1 is mainly determined by the computation
of (K + μI)−1 and eigenvector n.
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Algorithm 2 Determining Kernel Parameter

C. Determining Kernel Parameter

As noted above, surface normal is computed based on the
Gaussian kernel with parameter β. Or equivalently, given the
kernel parameter β, the corresponding normal nβ is solved as

nβ = argmin
n

‖˜LTn − Ka‖2
2 + μaTKa,

s.t. nTn = 1. (19)

The computation steps are outlined in Algorithm 1.
It has been observed in experiments that, due to the variety

of general reflectances, the kernel parameter β should be
optimally determined for the material at hand. Accordingly,
the kernel is referred as variable kernel. In this work, the
LOO cross-validation scheme is employed to determine the
best parameter. Suppose that the parameter set consists of
L parameters, i.e., C(βl) = {βl}L

l=1. For each candidate
βl , we consequently drop the i th light source, where i ∈
{1, 2, · · · , M}. Denoting ˜L(i) and K(i) as, respectively, the
light-intensity and Gram matrices after dropping the i th light
source, the corresponding trial normal n(i)

βl
is solved according

to (19). It is reasonable to assume that, for a proper kernel
parameter βl , the computed trial n(i)

βl
should be close to

the baseline normal nβ . The average LOO angular error for
parameter βl is defined as

E(βl) = 1

M

M
∑

i=1

arccos(nT
βl

n(i)
βl

), (20)

where M is the number of light sources. Then, the best β
value is determined by

β̂ = argmin
βl

E(βl), 1 ≤ l ≤ L . (21)

Algorithm 2 outlines the cross-validation scheme deter-
mining the best kernel parameter. The algorithm includes

two loops. The inner loop estimates normal n(i)
βl

after dropping
one light source in the LOO process, and the outer loop
computes the LOO angular error of each candidate parameter.

D. Practical Considerations

The above algorithms performs quite well in ideal scenar-
ios. The acquired images of real surfaces, however, may be
corrupted by noise, attach shadow, cast shadow, interreflection,
etc. In the photometric stereo field, shadows are always simply
detected by thresholding. Due to the existence of noise and
interreflection, shadow pixels may be misclassified, which can
severely bias normal estimation. To avoid this problem, we
also compute normal using the image intensities in the tightest
threshold range (Tlow = 40%, Thigh = 60%) as suggested
in [39]. Our investigation shows that when the normal is
largely biased, the LOO error is usually high. Hence we adopt
the normal corresponding to the relatively lower LOO angular
error as the desired solution.

III. ALGORITHM ACCELERATION

Figure 1(a) illustrates the flowchart of cross-validation in
Algorithm 2. The LOO computation should be implemented
L times when L candidate parameters are used. In basic LOO
computation [see Fig. 1(b)], Algorithm 1 should be called M
times for each candidate parameter to solve trial normals in a
photometric stereo system with M light sources. Hence, basi-
cally, Algorithm 1 should be called L M times in determining
the best kernel parameter. Clearly the computational burden
will be quite heavy when the system employs a large number
of light sources. Therefore it is necessary to accelerate the
LOO computation which is dependent on Algorithm 1.

A. Acceleration Scheme

As discussed in Section II-C, the main computation of Algo-
rithm 1 is involved in solving X = (K + μI)−1 and solving
the eigenvectors corresponding to the minimum eigenvalue of
P = ˜L(K+μI)−1

˜LT = ˜LX˜LT. As illustrated in Fig. 1(c), this
work employs two strategies to accelerate LOO computation:

1) Fast computation of X(i) = (K(i) + μI)−1 based on the
result of X = (K + μI)−1.

2) Setting nβl as the initial point of n(i)
βl

in the conjugate
gradient algorithm [41] when solving eigenvector.

The second strategy is straightforward. Generally the trial
normal n(i)

β , which is obtained after dropping one light source,
is close to the baseline normal nβ . By setting nβ as the
initial point, the conjugate gradient algorithm will converge
rapidly. The fast computation of matrix X(i) = (K(i) + μI)−1

is elaborated in the following.

B. Implementation

Lemma 3: For a symmetric matrix A ∈ R
n×n in the form

(

An−1 an

aT
n ann

)

, the inverse matrix B has the form

(

Bn−1 bn

bT
n bnn

)

.

By removing the nth column and nth row of matrix A, the
inverse matrix of the submatrix An−1 satisfies

B(n) = Bn−1 − bnbT
n /bnn. (22)
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Fig. 1. Computation involved in cross-validation. (a) In the cross-validation of Algorithm 2, the baseline normal nβl and the trial normal set {n(i)
βl

}M
i=1 are

computed for each candidate kernel parameter βl , l ∈ {1, 2, · · · , L}. The best parameter β̂ is determined in terms of average LOO angular error. (b) In basic
LOO computation, all trial normals are individually computed using Algorithm 1. The computational burden is heavy. (c) The LOO computation is accelerated
by fast matrix computation and proper normal initialization.

Fig. 2. Extension of Lemma 3 to the general case of removing the ith row
and ith column by introducing the permutation matrix Q.

Proof: See Appendix D.
Note that Lemma 3 can be extended to the i th column

and i th row for any i ∈ [1, n] by introducing a permutation
matrix Q [40]. As illustrated in Fig. 2, with the transform
QAQT the i th row and i th column of A can be moved to nth
row and nth column; likewise, with the transform QBQT the
i th row and i th column of B can be moved to the nth row
and nth column. As QBQT = (QAQT)−1, the inverse of the
moved matrix A corresponds to the moved matrix B. Hence
if X = (K + μI)−1 is known, the inverse of (K + μI)(i), i.e.,
X(i), can be obtained by

X(i) = X−i − xi xT
i /xii , (23)

where X−i is the submatrix of X after removing the i th row
and i th column, xii is the (i, i )th entry of matrix X, and xi

is the i th column of matrix X after removing xii . With (23),
X(i) can be obtained by simple matrix operation.

The fast computation of P(i) is introduced in the following.
To simplify presentation, we discuss the special case of drop-
ping the Mth light source in the LOO computation process. Its
extension to the general case of dropping the i th light source
is straightforward via matrix permutation. Accordingly, (18)
can be written as

P = (

˜LM−1 ˜lM
)

(

XM−1 xM

xT
M xM M

) (

˜LT
M−1
˜lTM

)

, (24)

where ˜LM−1 is the submatrix of ˜L by removing its last column
vector ˜lM . After dropping the Mth light source in the LOO
process, P(M) becomes

P(M) = ˜L(M)X(M)(˜L(M))T

= ˜LM−1(XM−1 − xM xT
M/xM M )˜LT

M−1. (25)

Note that the second equality is due to (23) and the fact
˜L(M) = ˜LM−1. Based on (24) and (25), we have

P(M) = P − (˜LM−1xM + xM M˜lM )

× (˜LM−1xM + xM M˜lM )T/xM M (26)

after simple matrix manipulation. It is noticed that the term
˜LM−1xM + xM M˜lM has been obtained when computing P.
More explicitly, the second matrix multiplication in (24) is

(

XM−1 xM

xT
M xM M

) (

˜LT
M−1
˜lTM

)

=
(

(˜LM−1XM−1 +˜lM xT
M )T

(˜LM−1xM + xM M˜lM )T

)

def=
( ∗

yT

)

. (27)

Hence (26) can be simplified using the already computed
vector y,

P(M) = P − yyT/xM M . (28)

Note that (28) only involves 3 × 3 matrix operation, which is
quite efficient and irrelevant to the number of light sources M .
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TABLE I

COMPUTATION TIME (UNIT: millisecond) PER PIXEL OF THE
ALGORITHM WITH AND WITHOUT ACCELERATION.

THE NUMBER OF LIGHT SOURCES IS M = 100

C. Improvement of Computational Efficiency

Table I lists the computation time of the algorithm with
and without acceleration when the number of light sources
M = 100. The algorithm runs on a personal computer with
2.20 GHz GPU and 8 GB RAM. In the algorithm without
acceleration, we directly compute ˜L(K + μI)−1 instead of
(K + μI)−1 as the former is more efficient. As expected, in
the case of without acceleration, the running time of cross-
validation is almost M times of normal computation. With
acceleration, the running time of cross-validation is irrelevant
to M . As a consequence, the algorithm runs 65× faster after
employing the acceleration scheme.

IV. EXPERIMENTS

The performance of the proposed method is mainly com-
pared with those of the baseline least squares (LS, [1]) and
five state-of-the-art ones, including sparse Bayesian learning
(IA12, [10]), 2 median photometric (MH10, [7]), biquadratic
reflectance model (ST14, [17]), constrained bivariate regres-
sion (IA14, [19]), 3 and sparsity reflection modeling
(HS15, [26]). 4 These methods are evaluated on both synthetic
and real scenes. The synthetic data are rendered using MERL
material database [12] on two surfaces, Ball and Bunny.
The real data include those captured by ourselves [26] and
the most recent DiLiGenT dataset [39]. In the DiLiGenT
dataset, the recovered surface normals of many photometric
stereo methods, as well as the ground truths, are available.
In the experiments we conduct quantitative comparisons on
the MERL database and DiLiGenT dataset, and qualitative
comparisons on other real surfaces.

The parameters of the competing methods are set as follows.
The weight of IW12 [10] is λ = 10−6 for synthetic data and
λ = 10−2 for real data. The parameters in MH10 [7] are set as
λρ,med = 0 and λρ,avg = 0 so that the method runs in a point-
wise manner. The low-frequency threshold of ST14 [17] is
Tlow = 25%. The algorithm is conducted with retro-reflection
detection and the order of the polynomial is (3, 5) for synthetic
data and (1, 5) for real data. In HS15 [26], the parameters
are ξ = 107 and ξ = 101.5/median(o) for synthetic and
real data, respectively, and λw = λs = 1 for both. For all
those methods, the shadow in synthetic scenes is detected by
a threshold Tshadow = 10−6. For the proposed method, the
regularization parameter in (6) is set as μ = 0.01.

A. Effects of Kernels

We first evaluate the effect of fixed kernels whose parame-
ters β are manually set. The findings could assist the practical

2Source code available at https://www.hal.t.u-tokyo.ac.jp/˜ikehata/
3Source code available at https://www.hal.t.u-tokyo.ac.jp/˜ikehata/
4Source code available at http://www.ivlab.org/publications.html

Fig. 3. Mean angular errors (in degrees) of the Ball surface with respect
to different β values when using M = 20, 50, 100, 150, and 200 light
sources. The mean angular errors are computed from all the 100 MERL
materials.

Fig. 4. Mean angular errors (in degrees) of the Ball surface on the
100 MERL materials with different number of candidate parameters in the
range [10−3, 100.6]. The number of light sources is M = 100.

setting of variable kernels, including the parameter range and
number of parameter candidates in cross-validation. Figure 3
illustrates the mean angular errors of the estimated surface
normals for the Ball surface. The surfaces are rendered using
all the 100 MERL materials [12] under various number of
light sources. The light directions are uniformly distributed
on the hemisphere covering the object surface. As expected,
the angular errors decrease when adopting more light sources,
and are considerably low when the number of light sources
M = 100. There is no additional accuracy improvement
when increasing M from 150 to 200. It is observed that the
proposed method is less sensitive to the kernel parameter when
employing a larger number of light sources, and performs quite
stable in a wide range [10−3, 100.6] when using M = 100 or
more light sources.

The trends of angular errors in Fig. 3 also reveal the role
of kernel parameter β in modeling reflectance. The optimal
value of β is relevant to the number of light directions M .
Take the case of M = 50 as an instance, the optimal value of
β should be around 10−2.5. As a simpler model (with small
β value) is unable to represent the variety of reflectances,
the angular error is consequently large. On the other hand,
overfitting occurs when the reflectance model becomes much
complex. For example, the angular error becomes very large
when β = 10. The above findings indicate that the automatic
determination of parameter β is important to the proposed
method.
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Fig. 5. Angular errors (in degrees) of the Ball surface on the 100 MERL materials when employing M = 100 light sources.

TABLE II

MEAN ANGULAR ERRORS (IN degrees) OF THE Ball SURFACE UNDER

DIFFERENT NUMBERS OF LIGHT DIRECTIONS WHEN USING FIXED
KERNEL AND VARIABLE KERNEL. EACH LISTED ERROR

IS THE AVERAGE OF THE 100 ERRORS FROM

THE 100 MERL MATERIALS

We set an appropriate number of candidate parameters
for the cross-validation of variable kernel. Based on the
observation that the method is not quite sensitive to parame-
ter β, we equally sample the logarithm range of [10−3, 100.6]
to get various numbers of candidate parameters L. Figure 4
shows that the mean angular error becomes lower when
increasing L from 2 to 13. To keep a tradeoff between
normal accuracy and computational efficiency, the number
of candidate samples is set as L = 10 in the following
experiments.

Table II lists the mean angular errors produced by fixed
kernel (with β = 10−3, 10−1.2, and 100.6) and variable kernel
under various numbers of light sources. Due to the variety
of general reflectances, it is almost impossible for a given
fixed kernel to produce satisfactory accuracy in all cases. For
example, the fixed kernel with β = 100.6 performs better
than the other two fixed kernels when M = 150 and 200
but performs worst when M = 20. Note that in a real system
the ground truth is unknown, thus it is extremely difficult to
choose a good fixed kernel. In contrast, the best parameters of
variable kernels are automatically determined from known data
via cross-validation. Consequently, variable kernel performs

better than fixed kernel in all cases except the one when
M = 20. Note that even in this exception case, the mean
angular error produced by variable kernel is just a little higher
than the best one.

Figure 5 plots the angular errors of the Ball surface for all
the 100 MERL materials in case of M = 100 light sources.
The materials are sorted with respect to the angular errors
produced by the proposed method with variable kernel. It is
observed that variable kernel performs better than fixed kernel
on most materials. Although the fixed kernel with β = 100.6

performs best on some materials (e.g., nylon), it also produces
the largest errors on other ones (e.g., tungsten-carbide).

B. Results on Synthetic Data

The normal accuracy of the proposed method, as well as
LS [1], IW12 [10], MH10 [7], ST14 [17], IA14 [19], and
HS15 [26], are quantitatively evaluated on synthetic data.
Table III lists the mean angular errors of the Ball and Bunny
surfaces under different number of light sources. It is not
surprise that LS [1] always performs worst because of its
strict assumption of Lambertian reflection. The angular errors
produced by IA14 [10] and MH10 [7] are also quite large
although highlight pixels have been treated as outliers. The
reason is that these two methods assume Lambertian diffuse
reflection after outlier removal, but general diffuse reflection is
rather complex. In most cases the proposed method performs
better than the competitors. In occasions that the number of
light sources M is 50 or less, its accuracy is a little worse than
that of HS15 [26]. Nevertheless, it will be seen in Section IV-E
that the proposed method runs much faster than HS15 [26].

Figure 6 illustrates the angular errors of the Ball sur-
face produced by ST14 [17], IA14 [19], HS15 [26] and
the proposed methods. It is observed that overall the pro-
posed method performs better than the other methods on
the 100 MERL materials. Figure 7 shows the spatial angular
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Fig. 6. Angular errors (in degrees) of the Ball surface on the 100 MERL materials when using M = 100 light sources. Five typical materials, with names
in red and images on top, are chosen for further discussion in Fig. 7.

TABLE III

MEAN ANGULAR ERRORS (IN degrees) OF THE Ball AND Bunny SURFACES

WHEN USING VARIOUS NUMBER (M ) OF LIGHT SOURCES. EACH
LISTED ERROR IS THE AVERAGE OF THE 100 ERRORS

FROM THE 100 MERL MATERIALS 5

errors of the Bunny surface rendered by the five highlighted
materials in Fig. 6. The proposed method performs better than
all other methods on the materials colonial-maple-223 and red-
fabric, but performs worse than ST14 [17] on the material
teflon. For the other two metal-like materials color-changing-
paint3 and ss440, the proposed method performs better than
ST14 [17] and IA14 [19], but its angular errors are also not
low. These observations indicate that, although the proposed

5The angular errors of the ST14 method with M = 20 light directions is
unavailable because the valid number of data is inadequate for fitting.

Fig. 7. Spatial Angular errors of the Bunny surface rendered using 5 MERL
materials. The angular errors are displayed in the range [0◦, 10◦]. Higher
errors are encoded by warmer colors. The images of materials color-changing-
paint3 and ss440 are nonlinearly adjusted for visualization.

method exhibits superiority over the competitors, its capability
of reflectance modeling is still limited for certain materials
with complex reflectances.

C. Results on DiLiGenT Dataset
The DiLiGenT dataset [39] contains the photometric stereo

images of 10 real object surfaces with a variety of materials;
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Fig. 8. Sample images and corresponding ground truth normals (shown at bottom right) of the ten objects in the DiLiGenT dataset.

see Fig. 8. In the dataset, the intensities and directions of
the 96 light source are carefully calibrated. The shapes are
obtained using a 3D scanner, based on which the ground
truth surface normals have been obtained. In additional to
LS [1], IW12 [10], ST14 [17], and IA14 [19], the normals
recovered by WG10 [9], GC10 [14], AZ08 [16], ST12 [25],
and HM10 [20] are also available in the dataset. Table IV
lists the mean angular errors of the twelve photometric stereo
methods on the 10 object surfaces. As observed, the proposed
method is among the best in the twelve methods. It produces
the lowest errors on 3 objects, namely CAT, BUDDHA, and
READING. For the first six objects, the mean errors produced
by the proposed method are all less than 10◦. These objects are
mostly of diffuse reflection (BALL, POT1), smoothly varying
texture (CAT), or broad highlights (BUDDHA, POT2, BEAR).
This validates that the proposed method can handle objects
with a variety of reflectances. However, it does not performs
well on the last four surfaces (GOBLET, READING, COW,
and HARVEST). Figure 9 shows the corresponding spatial
angular errors produced by ST12 [25], ST14 [17], and the
proposed method. As observed, the proposed method does not
produce satisfactory results on surfaces with concave shapes
(READING, HARVEST) or of metal-like materials (GOBLET,
COW, HARVEST). ST12 [25] performs comparatively well
on surfaces COW and HARVEST, but results in large errors
on GOBLET and READING. This example demonstrates the
common limitation of these methods in dealing with complex
reflectance and shape.

D. Results on Other Real Surfaces

The other real surfaces include Lady, Sheep, and Boy; see
Fig. 10. The results of the Lady surface are illustrated in
Fig. 11. The normal maps estimated by MH10 [7], HS15 [26]
and the proposed methods are visually satisfactory. ST14 [17]
introduces erroneous discontinuity in the close-up normal map.
The normal map produced by IW12 [10] is a little noisy.
The normal estimated by IA14 [19] is obviously biased by
specular highlight. In Fig. 12, the normal maps recovered
by the proposed method and MH10 [7] are visually pleas-
ing. In the results produced by IW12 [10] and ST14 [17],
artifacts are observed in the close-ups. Figure 13 illustrates

Fig. 9. Ground truth normals and spatial angular errors of the
four real surfaces (GOBLET, READING, COW, and HARVEST) in the
DiLiGenT dataset.

Fig. 10. Example images of three real object surfaces, namely, Lady, Sheep,
and Boy.

the results of the Boy surface. Due to its metal-like material
and complex shape, this surface contains strong highlight
and a large amount of shadow. As can be observed from
the close-ups, the estimated normal maps are greatly biased
in IW12 [10], ST14 [17], and IA14 [19]. The normal map
produced by the proposed method is slightly better than that by
HS15 [26].

E. Computational Time

In addition to estimation accuracy, computational efficiency
is also an important issue in practical photometric stereo.
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TABLE IV

MEAN ANGULAR ERRORS (IN degrees) ON THE TEN OBJECTS IN THE DiLiGenT DATASET

Fig. 11. Normal maps of the real surface Lady produced by different methods.

Fig. 12. Normal maps of the real surface Sheep produced by different methods.

Fig. 13. Normal maps of the real surface Boy produced by different methods.

Figure 14 illustrates the average computational time per pixel
computed from all the 100 MERL materials. As MH10 [7]
is extremely slow in case of large number of light sources,

its computational time is not shown. All methods are
implemented using MATLAB on a personal computer with
2.20 GHz GPU and 8 GB RAM. In the proposed method, the
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Fig. 14. Average computational times (unit: millisecond) per pixel of
IW12 [10], ST14 [17], IA14 [19], HS15 [26], and the proposed methods
when using various numbers of light sources.

number of candidate parameters is L = 10. It is observed that
the proposed method runs slightly faster than ST14 [17] and
much faster than the other three methods.

V. CONCLUSIONS

This paper has proposed a new point-wise photometric
stereo method for general isotropic reflectances using kernel
regression, under the assumption of known light directions
condition. The best kernel parameter is determined by leave-
one-out cross-validation such that the kernel can well char-
acterize a variety of reflectances. To keep computational
efficiency, the leave-one-out computation is speeded up using
an acceleration scheme. Experimental results validate that,
on both synthetic and real surfaces, the method generally
performs better than, or comparable to, the state-of-the-art
photometric stereo methods.

APPENDIX A
INTERPRETATION OF KERNEL FUNCTION

Given two light directions (li and l j ) and parameter β, the
kernel function is

k(li , l j ) = exp(−β‖li − l j‖2
2)

= exp(−βlTi li ) · exp(2βlTi lj) · exp(−βlTj l j )

= exp(−2β) · exp(2βlTi l j ). (29)

The second equality is due to the fact lTl = 1. Using power
series expansion, the term exp(2βlTi l j ) becomes

exp(2βlTi l j ) =
∞
∑

k=0

(2βlTi l j )
k

k! =
∞
∑

k=0

(2β)k

k! (lTi l j )
k . (30)

Hence the corresponding feature space contains all the mono-
mials of order k [42]. Theoretically, the feature space is of
infinite dimension when k → ∞. However, given a constant
β, the high-order monomials are negligible because the factor
(2β)k

k! decreases significantly when k increases. Specially, the
basis function φ(x) ≡ 1 when β = 0, indicating a constant
reflectance. On the other hand, a larger β value can keep
higher-order monomials, thus corresponds to a more complex
reflectance model.

APPENDIX B
PROOF OF LEMMA 1

Proof: Define a function g(x) = − 1
2 bTA−1b − f (x). For

any x, it is computed as

g(x) = −1

2
bTA−1b − xTAx

2
+ xTb

= −1

2
(bTA−1 − xT)b − 1

2
xTA(x − A−1b)

= −1

2
(bTA−1 − xT)A(A−1b − x). (31)

It is clear that g(x) ≤ 0 when A is definite. The minimum
value f (x0) = − 1

2 bTA−1b is reached at x0 = A−1b.

APPENDIX C
PROOF OF LEMMA 2

Proof: Define a matrix ˜X in the form

˜X = I − (K + μI)−1K. (32)

By simple arrangement,

(K + μI)(I − ˜X) = K, (33)

hence

˜X = μ(K + μI)−1. (34)

Combining (32) and (34) yields I − (K + μI)−1K = μ(K +
μI)−1, which proves the Lemma.

APPENDIX D
PROOF OF LEMMA 3

Proof: Since matrix B is the inverse of matrix A, we have
AB = I, or

(

An−1 an

aT
n ann

) (

Bn−1 bn

bT
n bnn

)

=
(

I 0
0T 1

)

. (35)

Expanding (35) yields two equalities relating to A(n),
{

An−1Bn−1 + anbT
n = I

An−1bn + anbnn = 0.
(36)

From the second equality, the vector an is computed as

an = −An−1bn/bnn . (37)

Substituting (37) into the first equality of (36) yields

An−1Bn−1 − An−1bnbT
n /bnn = I, (38)

or equivalently

An−1(Bn−1 − bnbT
n /bnn) = I, (39)

which proves that the inverse of the submatrix An−1 is

B(n) = Bn−1 − bnbT
n /bnn. (40)
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