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Equivalent Continuous Formulation of
General Hashing Problem

Shengnan Wang ~, Chunguang Li

Abstract—Hashing-based approximate nearest neighbors
search has attracted broad research interest, due to its low com-
putational cost and fast retrieval speed. The hashing technique
maps the data points into binary codes and, meanwhile, preserves
the similarity in the original space. Generally, we need to solve
a discrete optimization problem to learn the binary codes and
hash functions, which is NP-hard. In the literature, most hash-
ing methods choose to solve a relaxed problem by discarding
the discrete constraints. However, such a relaxation scheme will
cause large quantization error, which makes the learned binary
codes less effective. In this paper, we present an equivalent con-
tinuous formulation of the discrete hashing problem. Specifically,
we show that the discrete hashing problem can be transformed
into a continuous optimization problem without any relaxations,
while the transformed continuous optimization problem has the
same optimal solutions and the same optimal value as the original
discrete hashing problem. After transformation, the continuous
optimization methods can be applied. We devise the algorithms
based on the idea of DC (difference of convex functions) program-
ming to solve this problem. The proposed continuous hashing
scheme can be easily applied to the existing hashing models,
including both supervised and unsupervised hashing. We evalu-
ate the proposed method on several benchmarks and the results
show the superiority of the proposed method compared with the
state-of-the-art hashing methods.

Index Terms—Continuous hashing, DC programming, large-
scale image retrieval, learning to hash (LH).

I. INTRODUCTION

ECENTLY, hashing-based approximate nearest neigh-

bors search has attracted substantial attention in various
fields, including large-scale image retrieval, machine learn-
ing, and computer vision [1]-[11]. Hashing method encodes
high-dimensional data points into compact binary codes, and
meanwhile maps similar data points to adjacent binary hash
codes to preserve the similarity in the original space. Using
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the binary codes to represent the massive data, nearest neigh-
bor search can be easily accomplished with a constant time
complexity.

Hashing methods can be mainly divided into data-
independent hashing [2], [15], [16] and data-dependent hash-
ing [6], [10], [12], [31], [36]. One of the most popular
data-independent hashing methods is locality sensitive hashing
(LSH) [23], which generates the hash functions by random
projections. Though LSH can map similar samples to sim-
ilar codes with high probability, it usually requires long
bits to achieve good precision. Such a drawback restricts its
application.

In recent years, the learning-based data-dependent hashing
methods have become more popular than the data-independent
hashing methods, for the benefit that they can effectively and
efficiently learn very compact binary codes of massive data.
Different from the data-independent hashing, data-dependent
hashing methods learn binary codes and hash functions from
data, so they are also called learning to hash (LH) methods.
Representative LH approaches include spectral hashing [7],
iterative quantization (ITQ) [6], supervised discrete hashing
(SDH) [12], structure sensitive hashing [14], and hashing
with angular reconstructive embeddings [47]. More recently,
Do et al. [20], Liong et al. [21], and Liu et al. [22] used deep
networks to learn binary hash codes and achieved promis-
ing performance. He et al. [24] proposed a novel hashing
scheme which can significantly save the training cost and
meanwhile preserve the semantic similarity of the original
data. Leng et al. [26], Wang et al. [27], and Liu et al. [28]
proposed distributed hashing methods to deal with the large-
scale image retrieval problems. The LH methods can be further
divided into unsupervised hashing [5], [17], [23], [25], [29],
[48]-[50] and supervised hashing [10], [12], [19], [30], [34],
[37], [53]. The main difference between unsupervised hash-
ing and supervised hashing is whether the label information
is available for learning hash functions.

In general, the data-dependent hashing methods (includ-
ing both unsupervised and supervised hashing) need to solve
a discrete optimization problem to learn hash functions and
hash codes, which is NP-hard. In the existing literature,
most hashing methods choose to relax the problem by drop-
ping the discrete constraints [7], [38]. Such a scheme brings
much convenience and greatly simplifies the original problem.
However, the relaxed problem can only obtain an approxi-
mate solution, which is proved to be less effective and of low
quality, especially when the codes have long bits. In this situ-
ation, some discrete optimization methods [12], [17], [18] are
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proposed, which learn the binary codes without relaxations.
Shen et al. [12] proposed a discrete supervised hashing method
named SDH, and Luo er al. [13] further gave a robust ver-
sion of SDH which can effectively suppress the influence of
unreliable binary codes and potentially noisily labeled sam-
ples. SDH and its variants solve the hashing problem using
the discrete cyclic coordinate descent, which is not time effi-
cient and can only be applied to the specific hashing model
having the form of binary quadratic program. In addition,
SDH is not suitable for solving the hashing problem with
bits uncorrelation and balance constraints, which are widely
used in hashing literature to make the binary codes efficient.
Liu et al. [17] proposed a discrete graph hashing method for
unsupervised hashing. However, this method needs to solve
expensive optimization subproblems at each iteration and the
proposed discrete optimization framework in [17] can only be
applied to the graph hashing model. Shen et al. [35] gave a dis-
crete optimization method termed discrete proximal linearized
minimization, which uses the projected gradient method to
solve the discrete binary codes learning problem. Generally,
the projected gradient method is suitable for solving the
convex optimization problem. However, the discrete hashing
problem is not a convex optimization problem, since the pro-
jection set is discrete. So the convergence of the projected gra-
dient iteration is difficult to be guaranteed. Attouch et al. [40]
claimed that if the objective function has Lipschitz continuous
gradient in the whole real space R" and some other conditions
are satisfied, then the projected gradient method can converge
to a critical point. However, for most hashing problems, we can
only guarantee the objective function has Lipschitz continuous
gradient in a finite region. In addition, even these conditions
are satisfied, the projected gradient method can only converge
to a critical point while the quality of the critical point is not
guaranteed. Since the discrete hashing problem usually has a
mass of critical points, the performance of the convergence
point may be of low quality.

In this paper, to overcome the above-mentioned drawbacks,
we propose a method that transforms the discrete binary code
learning problem into an equivalent continuous optimization
problem without any relaxations. The main contributions of
this paper are summarized as follows.

1) We present an equivalent continuous formulation of the
discrete hashing problem. We show that the discrete
hashing problem can be transformed into a continuous
optimization problem without any relaxations. The trans-
formed continuous optimization problem has the same
optimal solutions and the same optimal value as the
original discrete optimization problem.

2) After transformation, we need to deal with a contin-
uous nonconvex optimization problem. We devise the
algorithms based on the idea of DC programming to
solve the problem for obtaining binary codes and hash
functions.

3) The proposed scheme can be applied to the existing
discrete hashing models, including both supervised hash-
ing and unsupervised hashing as well as hashing with
bits uncorrelation and balance constraints. We apply the
scheme to solve the large-scale image retrieval problems,
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and perform numerical simulations on representative
retrieval benchmarks to show the superiority of the
proposed method, compared with the state-of-the-art
methods.

The rest of this paper is organized as follows. Section II
introduces the general hashing problem and reformulates
the discrete hashing problem as an equivalent continuous
optimization problem. In Section III, we propose the algo-
rithms based on the idea of DC programming to solve the hash-
ing problems. In Section IV, we evaluate the proposed methods
on several benchmarks with comparison to the state-of-the-art
methods. Finally, we draw the conclusion in Section V.

Notation: In this paper, we denote a matrix by a capital
letter, and a vector by a lowercase letter. We use 1 to denote the
vector with all components one. We use I to denote an identity
matrix. For a vector x, we use x! to denote the transpose of
x and we use ||x|| to denote its />-norm. For a matrix X, ||X]||
denotes its Frobenius norm and tr(X) denotes the trace of X.
We use sign(-) to denote the element-wise sign function.

II. CONTINUOUS FORMULATION OF HASHING PROBLEM
A. General Hashing Problem

Let X = [x1,x2,...,%,] € R?" denote the data set
of n samples. The aim of hashing is to encode each high-
dimensional data point x into a compact binary code b €
{—1, 1}¢. Generally, such a task is finished by solving the
following binary code learning problem:

min £(B)
st.  Be{-1, 1} (1)

where B = [b1, by, ..., b,] are the binary codes of the whole
data and L(B) is the objective function which is determined
by the specific hashing model.

The above problem is a discrete optimization problem,
which is NP-hard. Traditional hashing methods relax the
problem by discarding the discrete constraints. As stated
before, such a manner will bring large accumulated quanti-
zation error and make the binary codes less effective.

B. Continuous Formulation of Discrete Hashing

The relaxed method directly removes the discrete con-
straints, which makes the relaxed problem quite different
from the original problem. In other words, the optimal solu-
tion of the relaxed problem is usually different from that of
the original problem. Completely ignoring the discrete con-
straints is inadvisable. In this section, we present an equivalent
continuous formulation of the discrete binary codes learn-
ing problem. We show that the discrete binary codes learning
problem can be transformed into a continuous optimization
problem without any relaxations, and the transformed con-
tinuous optimization problem has the same optimal solutions
and the same optimal value as the original problem. Though
usually the transformed continuous optimization problem is
a nonconvex optimization problem and it is still NP-hard to
obtain its optimal solution, after transformation, we can apply
continuous optimization methods to solve the discrete hashing
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problem to obtain high-quality solutions. As we can see, in the
literature, there are more efficient methods that can be used
for continuous optimization, while the methods for discrete
optimization are relatively rare and the performance is usually
not satisfactory.

In this section, we consider a relatively simple case: the
hashing problem without bits uncorrelation and balance con-
straints, that is, problem (1). To reformulate problem (1) in a
continuous optimization form, we need the following lemma.

Lemma 1 [41]: Suppose that f is Lipschitz continuous on
X with constant L. Let ¢ be a non-negative function defined
on X and S :={x e X : p(x) = 0}. If d(x, S) < ¢(x) for all
x € X, then for all y > L, the two problems

inf{f(x) : x € S} and inf{f(x) + yok) : x € X}
are equivalent, that is, the two problems have the same optimal
solutions and the same optimal value. Here

d(x,§) = §2§”x — ||

denotes the distance from a point x to the set S.

Compared with the hashing problem having the bits uncor-
relation and balance constraints, problem (1) is relatively
simple, and the process of transforming problem (1) into a
continuous optimization problem is also relatively easy. In the
following, we present the specific transformation method.

Let

By ={BeR*":Be[-1,1]""} (2)
and

By ={BeR™":Be{-1,1}"].
For all x € BBy, we have that

d*(x, By) = min{z Z(xk,,- - yk,,-)2 1y € Bz}

k=1 i=1
C n ’
=33 (1= bwal)” 3)
k=1 i=1
Thus,

dB,By) = | Y Y (1—|Biil)?
k=1 i=1

> (=B

k=1 i=1

<> > (-8B
k=1 i=1
= cn — tr(BBY) = ¢ (B) )

IA

for all B € By. It is easy to verify that ¢1(B) > 0 and B € B,
iff ¢1(B) = 0, for all B € B;.

According to Lemma 1, we have that problem (1) is
equivalent to the following continuous optimization problem:

min  L(B) + y¢1(B) &)
BelB3,

for all y > L, where L is the Lipschitz constant of £(B) on Bj.
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This scheme can be applied to most existing hashing meth-
ods, including both supervised and unsupervised hashing. For
example, Shen et al. [12] proposed a supervised hashing model
which learns binary codes by optimizing

n
i ;= Whil|* + v||W|?
min 2”% ilI7 + vlIWl|
1=
st bief{-1,1)° (6)

where y; € {0, 1}" is the label of data x;, W € R°*" is the
classification matrix, and v is the regularization parameter. The
above problem (6) can be rewritten as the matrix form

min ||Y — W'B||> + v||W||?
B.W
st. Be{-1,1}c" (7

where Y = [y1,...,y,] € R™" is the label matrix. Using
transformation approach shown above, the continuous equiv-
alent of (7) can be represented as

min ||¥ WTB|1Z +v|IWI1> + y o1 (B)
s.t. Be[—1, 17 ®)

The unsupervised hashing problem can also be equivalently
formulated as a continuous optimization problem, for example,
the unsupervised graph hashing [7], which learns binary codes
by solving the following problem:

min £(B) = u(B(D — M)BT)
s.t. Be{—1, 1}°*" 9

where M, is the affinity matrix with M;; = exp(—||x; —
xj||2/e) and D is a diagonal n x n matrix with D;; = ZjMi,j-
Here, the parameter € > 0 defines the distance in R which
corresponds to similar items. Note that the time complexity
to compute M is O(n?), which is unacceptable in large-
scale applications. In the real application, we will construct
an anchor-based affinity matrix [5] M = 77T, where
Z € R™"™ ig a truncated similarity matrix. The time com-
plexity to construct M by Z is only O(nm) with m anchors
(m K n).

Applying the proposed continuous transformation method,
we give the continuous formulation of problem (9)

min tr (B(D — M)B") + y¢1(B). (10)
BeB;

Remark 1: The term ¢;(B) can be seen as the penalty which
is used to eliminate the quantization error and force the optimal
solution of the transformed problem to be in the original
domain B;. The condition y > L is only a sufficient condition
but not necessary. Usually, a smaller y is enough to guaran-
tee the equivalence of problem (5) and problem (1), especially
when B is large scale and correspondingly the Lipschitz con-
stant L is usually very large. Though a large y can always
ensure that the optimal solution of (5) is the same as that
of (1), since ¢1(B) is concave, large y will also add the dif-
ficulty of optimizing (5). In the experiment section, we will
show that a moderate y is enough to guarantee the quantization
error to be zero.
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C. Continuous Formulation of Hashing With Bits
Uncorrelation and Balance Constraints

To make the binary codes efficient, most hashing methods
will add the bits uncorrelation and balance constraints. With
these constraints, the hashing problem becomes

min L(B)
st. Be{—1, 1}
Bl=0
BBT = nl. (11)

From the last section, we see that, by introducing ¢;(B),
the discrete hashing problem (1) can be transformed into a
continuous optimization problem. However, ¢1(B) can only
transform the discrete domain 3, into the continuous domain
B, but it cannot handle the additional bits uncorrelation and
balance constraints. In this section, we will show that by
constructing suitable ¢(B), the bits uncorrelation and balance
constraints can also be eliminated, and the above problem (11)
can be transformed into an equivalent continuous uncon-
strained optimization problem. Meanwhile, the transformed
problem still has the same optimal solutions and the same
optimal value as the original problem (11). Since the two
constraints make the problem more complex, it is difficult to
directly construct ¢(B) like the last section. In the follow-
ing, we give the method that constructs ¢(B) step by step,
and one can see that due to the existence of the uncorrelation
and balance constraints, ¢(B) is complex and quite different
from ¢ (B).

Let

V={BeR™ :Be{-1, 1} Bl =0}
W= {BeR™> :Be{-11}" Bl =0,BB" =nl}.

From Lemma 1, we see that the key point to construct ¢(B)
is to compute the upper bound of d(B, W) for all B € B;. In
the following, we give the upper bound of d(B, W), VB € 5;
step by step.

Lemma 2: For all B € B,

d(B,V) = ||B1]|.

Proof: Let X ={x e R" :xe {—1,1}"} and let Y :={y €
R" :ye {—1, 1}, yTl = 0}. Let a™ denote the number of the
components of x equaling to 1, and a~ be the number of the
components of x equaling to —1. Without loss of generality,
we assume a* > a~. Then one has that for all x € X

P, ) = 4(a" - 2)

2
at+a
=4fat - ——
(“ 2 >
= 2(chr - cf)
+ ~\2 74\ 2
5((1 —a ) =(x1).
The inequality holds because a™ —a~ =0 or a™ —a™ > 2.
Therefore, for all B € BB,
d(B,V) < ||B1]|. (12)
Lemma 2 is proved. |
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Let ¢2(B) = ||B1]]. It is easy to see that ¢(B) = 0 iff
B € V, for all B € By, and ¢»(B) is Lipschitz continuous
on Bj.

Lemma 3: Let 11 be the Lipschitz constant of ¢;(B) on By,
then one has that

d(B,V) = (1 + 1)¢1(B) + ¢2(B), VB € By.

Proof: Since ¢o(B) is Lipschitz continuous on B; with
constant 7, we have that

©2(B1) < ¢2(B2) + 11d(B1, B2), VB, By € By.

Let B € By and let B’ € B; be the projection of B on B;.
Then we have

d(B,V) < d(B,By) +d(B, V)
<d(B,By) + ¢2(B)
< (1+1)d(B.B) + ¢2(B)
= (1 + 1)d(B, B2) + ¢2(B)
< (A +)ei1(B) + ¢2(B).

The lemma is proved. |
Let ¢(B) = (1 4 t1)¢91(B) + ¢2(B), then one has that for all
Be Bi,dB,V) <¢B)and ¢(B) =0 iff Be V.
Next, we give an upper bound of d(B, W), VB € V.
Lemma 4: For all B € V, one has that

d(B,W) < ¢(IIBB"|| — ny/c)

where ¢ = n3/2c6/2),
Proof: 1t is easy to see that

dB,W) =min{||B—H||r : He W)} <2Jcn

for all B € V. Let x; and x be two vectors from D := {x €
R" : x € {—1, 1}",xT1 =0}. If x]sz # 0, then it is easy to
see that |x]Tx2| > 2. Therefore, for B € V, if B ¢ VW, we have
that BBT # nl and

|IBBY||% — n’c > 4.
Thus, for all B € V, we have that
d(B.W) = en(1IBB"|I} — n’c) /2. (13)
Note that
IBBY (|7 — n*c = (IBB"|| + nv/c) % (IIBB"|| — ny/c)

and

IIBBT|| + ny/c < ne + ny/c < 2nc
then

IIBBT||% — n*c < 2nc * (||BBT|| — nv/c).

Therefore,

d(B, W) < n2c3(||BB"|| — ny/c).

Lemma 4 is proved. |
Let ¢3(B) = ||BBT|| —ny/c. It is easy to verify that p3(B) =
0iff Be W, for Be V.
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Lemma 5: Let 1 be the Lipschitz constant of ¢¢3(B) on
B, then for all B € BBy, one has that

dB, W) = (1 +0)¢(B) + cp3(B)
= (1 + )+ 1)91(B) + ¢2(B)] + c¢3(B).

The proof of Lemma 5 is the same to the proof of Lemma 3,
SO we omit it.

Let (B) = (1 +2)[(1 + 71)91(B) + ¢2(B)] + s¢3(B). One
has that

d(B,W) = ¢(B)

and ¢(B) = 0 iff B € W, for all B € B;. According to
Lemma 1, we derive that problem (11) is equivalent to the
following unconstrained continuous optimization problem:

min £(B) + y¢(B)

=L(B)+y(I+ )+ 11)e1(B) + ¢2(B)]
+ sye3(B)

st. Be[—1,1]" (14)
For convenience, we can represent problem (14) by
min L£(B) + n191(B) + 12¢2(B) + n3¢3(B)

st. Be[-1,1]9" (15)

where 11, 72 and n3 are the parameters. Compared with (5),
the bits uncorrelation and balance constraints are eliminated
by introducing ¢;(B) and ¢3(B).

Also, we can apply the above scheme to existing hashing
models with bits uncorrelation and balance constraints. First,
we consider the supervised case. We consider that the objective
function £(B) in (11) has the same formulation as the objective
function in (7), that is, £(B) = ||Y — WTB||> + v||W||2. Then
the continuous formulation of the supervised hashing with bits
uncorrelation and balance constraints can be represented as

min 1Y — WEB|1 + v|IWII* + 1191 (B) + 12¢2(B)
1
+ n1393(B). (16)

Similarly, in the unsupervised case £(B) = tr(B(D — M)B7),
the continuous formulation can be represented as

l?eliél tr(B(D — M)B") + mg1(B) + m2¢2(B) + n3¢3(B).
a7

Remark 2: In the hashing problem (11), the bits uncor-
relation and balance constraints are introduced to make the
code length short (more efficient). From (15), we see that the
terms 12¢2(B) and n3¢3(B) force the variable to satisfy the bits
uncorrelation and balance constraints. The larger the param-
eters 72, n3 are, the more the two constraints are satisfied.
Different from the traditional constrained optimization prob-
lems in which the constraints should be completely satisfied, in
the hashing problems, the bits uncorrelation and balance con-
straints are added to make the binary codes efficient, which
are not treated as hard constraints that cannot be violated. In
the hashing problem, we preferentially minimize the objective
function to make the binary codes effective. Shen ef al. [12]
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showed that excessively emphasizing the two constraints will
reduce the effectiveness of the solution. In Section IV, we
will also show that large 1., n3 are not conducive to getting
good binary codes. In real applications, in order to achieve a
tradeoff between effectiveness and efficiency, we can tune the
parameters 1y, n3 with cross-validation techniques.

III. ALGORITHMS FOR SOLVING EQUIVALENT
CONTINUOUS HASHING PROBLEMS

In the above section, we have transformed the discrete
hashing problems into continuous optimization problems, then
many continuous optimization methods can be used to obtain
the binary codes and hash functions. In this section, we pro-
pose some algorithms based on the idea of DC programming
to solve the above continuous optimization problems. First, we
introduce some preliminaries of DC programming.

A. Brief Introduction of DC Programming

DC programming [42] is very suitable for solving smooth or
nonsmooth nonconvex continuous optimization problem. The
main idea of DC programming is to decompose the objective
function f(x) as

minf(x) = g(x) — h(x), x € R?

where both g and & are convex functions. For a constrained
optimization problem

minf(x) = g(x) — h(x),x € C (18)

where C € R? is a convex set, by introducing the indicator
function, the above problem can be formulated as the standard
DC form

min g (x) + g(x) — h(x),x € RY

where

0, xecC
00, else.

Ic(x) = {

DC programming solves the above problems by DC algo-
rithm (DCA), which quite often gives global solutions. DCA
is proved to be more robust and more efficient than other
related standard methods, especially in the large-scale set-
ting [42]-[45]. The generic DCA scheme for solving (18)
can be formulated as Algorithm 1. Here, dh(x) denotes the
subgradient of A(x) defined as

Ih(x) = {y e RY : h(w) — h(x) > (w—x, y), ¥w € dom h}.

If h(x) is differentiable, then dA(x) is just the gradient of A(x).
For a detailed introduction of DC programming and DCA,
one can refer to [43] and [46].

B. Algorithm for Solving Problem (8)

Like [12], we optimize problem (8) by alternatively updat-
ing the variables W and B. With fixed B, the variable W is
updated by

W = (BB" +vI)'BYT. (19)
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Algorithm 1 DCA

Initialization
Let x° € C be a starting point, and set k = 0.
Repeat
o Choose yk S 8h(xk);
« Choose
A e argminf{g(v) — [h(H) + (v — 29, )l x € C);
Until Convergence condition holds.

Algorithm 2 CSH

Initialization
Input training data {X, Y}; classification matrix W; code
length ¢; parameter y. Initialize the starting point B® by the
sign of random Gaussian matrix. Set k = 0.
Repeat
Compute AK = 2(1 + y)B¥;
Update B by BM! = Pg [QWWT + 2I) "1 WY + Ab)];
k=k+1;
Until converge or reach maximum iterations.
Output B = sign(B);

With fixed W, the variable B is updated by optimizing
min [|Y — W'BII* + y¢1 (B)

st. Bel[-1, 119", (20)

Note that the objective function of (20) is nonconvex with
respect to B. We aim to solve problem (20) by DC pro-
gramming. According to the last section, the key step to
apply DC programming is to decompose the objective func-
tion of problem (20) into the form of the difference of convex
functions like (18). We rewrite problem (20) as

ngn G(B) — H(B)

s.t. Be[—1,11%" 21

where G(B) = ||Y — WTB| |2 +tr(BB"), and H(B) = tr(BBT) +
y (tr(BBT) —cn). According to the generic DCA scheme shown
in Algorithm 1, to solve problem (21), at each iteration k, we
need to compute

Ak ¢ aH(Bk) =2(1 + y)B~. (22)

Then, we compute BX*! by solving the convex programming

in ||Y — W'B||?> + tr(BBT) — tr( BTA* 23
min | P +u(BBT) —u(BTAY) @3

which has the analytical solution
B =P, [(2wwT +21) 7 2wy +A)] 24

We summarize the procedure of updating B in Algorithm 2. In
practice, we only need to alternatively update W and B 2 ~ 5
times.

After the binary codes are obtained by the algorithm, we
then use them to generate a hash function so that a novel
query x € R? can be efficiently encoded into a binary code.
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We adopt the widely used nonlinear hash function having the
form [12], [51]

F(x) = sign(PT¢(x))

where ¢(x) = [exp(—|lx — aill*/0),...,exp(—|lx —
ap||?/o)]T is an m-dimensional column vector obtained using
the RBF kernel mapping and P € R"*¢ is a projection matrix
that projects ¢ (x) onto the low-dimensional space. The vec-
tors ay, ..., any are m anchor points randomly selected from
the training samples and o is the kernel width. When the
binary codes B are obtained, the hash function is learned by
minimizing

(25)

min ||B — PTp(X)|2.
It is easy to see that the optimal solution is

P= (60X p(x)B.

Hash functions having the similar formulations as (25) are
widely used in the literature, such as SDH [12], SGH [48], and
KSH [10]. Such hash functions are demonstrated to have better
performance compared with linear hash functions, especially
when the data is linearly inseparable [10].

(26)

C. Algorithm for Solving Problem (10)

To apply the DC programming, we also rewrite
problem (10) as
ngn G(B) —H(B)
st. Be[-1,1]9" (27)
where
G(B) = tr(B(D — M)B")
and

H(B) = y(te(BB") — cn).

Here, we adopt the anchor-based affinity matrix M = 77T
with the truncated similarity matrix Z as stated before. To
optimize (27), according to DCA, at each iteration k, we
compute

Ak e BH(B") — 2y B, (28)

Then, we compute B¥*! by solving the convex programming

min J(B) = tr(B(D — M)B") — tr(BTAk>. (29)

BeB

We see that the above problem has the analytical solution

B = pp, [Ak % (D — M)~ /2]. (30)
However, the time complexity for computing (D — M)~!
is O(n’), which is unacceptable in large-scale application.
Instead, we use the projected gradient descent method to solve
the subproblem (29), avoiding unacceptable computational
complexity. The gradient of J(B) is

VJ(B) = 2B(D — M) — A~ (31)
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Algorithm 3 CUH

Algorithm 4 CCH

Initialization
Input training data X, code length ¢, parameter y. Construct
the matrices M and D using the training data and anchor
points. Initialize the starting point B® by the sign of random
Gaussian matrix. Set k = 0.
Repeat
Compute A* = 2y B
Compute the gradient V.J (Bk) = 2Bk D—-M)— AK;
Update B*! = Pg, [BX — AVJ(B)];
k=k+1;
Until converge or reach maximum iterations.
QOutput B = sign(B);

The optimization procedure is summarized in Algorithm 3.
Here, A is a constant stepsize. At each iteration in
Algorithm 3, we only need to update variable B once using
the projected gradient descent.
After the binary codes are obtained, we can compute the
projection matrix P using (26) to form the hash function F(x)
by (25).

D. Algorithm for Solving Problem (15)

As stated before, the bits uncorrelation and balance con-
straints are widely used in the previous hashing methods.
In this section, we aim to solve problem (15) by DC pro-
gramming. The term L£(B) in (15) depends on the specific
hashing model. For the supervised hashing (16), £(B) =
||Y — WTBJ|?, and for the unsupervised graph hashing (17),
L(B) = tr(B(D — M)BY). We know that the key point to
apply DC programming is to decompose the objective func-
tion of (15) into the form of the difference of convex functions.
Note that ¢ (B) is concave, and ¢, (B) and ¢3(B) are convex,
so we only need to decompose L(B) by

L(B) = L1(B) — L2(B)

with convex £1(B) and £(B). In the literature, most existing
hashing models have convex objective functions, including the
above-mentioned two hashing models. In such cases, we can
directly set L{(B) = L(B) and L(B) = 0.

Now, we rewrite problem (15) as

min G(B) — H(B) (32)
BeB;
where
G(B) = Li(B) + n2¢2(B) + n3¢3(B)
= L1(B) + n2||B1]| + n3(||BB|| — ny/c)
and

H(B) = L2(B) — me1(B)
= L2(B) + 1 (tr(BBT) — cn).
Obviously, both G(B) and H(B) are convex. Next, we devise

the algorithm based on DCA to solve problem (32). At each
iteration k, we compute

Ak ¢ E)H(Bk> = VLo(B) + 2mB*. 33)

Initialization
Input training data X, code length ¢, parameters 11, 12, n3.
Initialize the starting point BY by the sign of random Gaussian
matrix. Set k = 0.
Repeat
Compute AK = VL5 (B) + 2B,
Compute the gradient V.J (B%) by (35) with B = By;
Update B¥! = Pg, [B* — AVJ(BY)];
k=k+1;
Until converge or reach maximum iterations.
Output B = sign(B);

Then, we obtain B! by solving the convex programming

min J(B) = G(B) — tr(BTAk>. (34)
BeB;

It is not easy to find an analytical solution of problem (34).
Similar to problem (29), we can solve this problem using
projected gradient descent method. The gradient of J(B) is
computed as

VJ(B) = VLI (B) + nVp2(B) + n3Ves(B) —A* (35)

where

Voo (B) = B+ 11"/||B1]|
Vo3(B) = 2BB"B/||BB|

and VL (B) is determined by the specific hashing model. The
optimization procedure is summarized in Algorithm 4.

After obtaining the binary codes, we compute the projection
matrix P by (26) and form the hash function F(x) by (25).

Remark 3: The continuous constrained hashing (CCH) algo-
rithm is used for solving the discrete hashing problem with bits
uncorrelation and balance constraints, that is, problem (11).
Problem (11) is a general model and CCH is a general
algorithm framework. The CCH algorithm can be used for
solving both the supervised and unsupervised hashing prob-
lems. For clarity, in this paper, we respectively, use CCH-S
and CCH-U to represent the CCH algorithm for solving the
supervised hashing problem (16) and the unsupervised hashing
problem (17).

IV. EXPERIMENTS

In this section, we use numerical experiments to show
the performance of the proposed algorithms. We evaluate
our method on three benchmark datasets: 1) CIFAR-10 [12];
2) MNIST [34]; and 3) NUS-WIDE [5]. For each dataset, we
randomly select 1000 data points from the training data as
the anchor points. The baselines for comparison include the
supervised hashing: SDH [12], FSDH [33], COSDISH [30],
CCA-ITQ [6], KSH [10], and LFH [39]; and the unsupervised
hashing: IMH [32], AGH [5] SGH [48], OCH [36], and PCA-
ITQ [6]. For each method, we use the same parameters setting
provided by the corresponding papers. We use CCH-U and
CCH-S to, respectively, denote the CCH algorithm in the unsu-
pervised and supervised cases as stated before. In the following
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TABLE I
MAP AND PRECISION OF TopP 500 RETURNS ON CIFAR-10

Methods . - . MAP . . . . - Pre_cision@SQO - .
8bits [ I6bits [ 32bits | 64its [ 128bits [ 256bits 8bits [ T6bits [ 32bits | 64its [ 128bits | 256bits
KSH 0.2252 0.2257 0.3023 | 0.3234 0.3211 0.3492 0.3024 0.3220 0.3948 | 0.4237 0.4391 0.4428
SDH 0.5819 0.6163 0.6226 | 0.6462 0.6751 0.6774 0.5216 0.5565 | 0.5704 | 0.5773 0.5935 0.6047
FSDH 0.4551 0.6028 0.6214 | 0.6346 0.6624 0.6630 0.4166 0.5493 0.5788 | 0.5845 0.5875 0.6034
COSDISH 0.5200 0.5805 0.6219 | 0.6468 0.6563 0.6595 0.4451 0.5122 0.5467 | 0.5676 | 0.5756 0.5774
CCA-ITQ 0.2939 0.3504 0.3742 | 0.3909 0.4003 0.4036 0.3943 0.4434 0.4732 | 0.4891 0.4985 0.5021
LFH 0.3114 0.4133 0.5495 | 0.6259 0.6258 | 0.6484 0.2557 0.3643 0.4694 | 0.5413 0.5391 0.5663
CSH 0.5846 0.6270 0.6590 | 0.6688 0.6899 0.6944 0.5220 0.5460 0.5983 | 0.5984 | 0.6139 0.6221
CCH-S 0.6062 0.6286 | 0.6624 | 0.6810 0.6954 0.6990 0.5427 0.5613 0.6045 | 0.6027 | 0.6155 0.6240
IMH 0.1480 0.1566 0.1785 0.1826 0.1840 0.1877 0.1934 0.2136 0.2226 | 0.2349 0.2456 0.2436
AGH 0.1397 0.1468 0.1419 | 0.1410 0.1372 0.1320 0.1910 0.2287 0.2385 0.2644 0.2667 0.2589
SGH 0.1393 0.1473 0.1611 0.1677 0.1786 0.1824 0.1877 0.2226 0.2391 0.2533 0.2734 0.2830
PCA-ITQ 0.1490 0.1559 0.1647 | 0.1683 0.1769 0.1817 0.1916 0.2229 0.2395 | 0.2633 0.2851 0.2928
OCH 0.1417 0.1491 0.1645 0.1699 0.1765 0.1792 0.1807 0.2076 0.2419 | 0.2614 0.2746 0.2832
CUH 0.1522 0.1655 0.1792 | 0.1874 0.1992 0.2021 0.1976 0.2316 0.2429 | 0.2724 | 0.2772 0.2946
CCH-U 0.1526 0.1660 | 0.1874 | 0.1902 | 0.1996 0.2047 0.2013 0.2368 0.2552 | 0.2744 | 0.2832 0.2977
TABLE II
TRAINING TIME WITH DIFFERENT CODE SI1ZES ON CIFAR-10
. Training time (s)
Methods 8bits | 16bits | 32bis | s [ 128bits | 256bits
KSH 161.2506 | 317.6600 | 892.5041 | 1.6621e+03 | 2.7033e+03 | 5.5102e+03
SDH 6.0604 | 14.4796 | 402144 622184 143.8140 357.4322
ESDH 6.9068 8.0636 | 10.2519 11.1950 13.0693 14.0730
COSDISH | 4.4520 9.6953 | 24.1832 94.6709 7005899 | 2.0872¢+03
CCA-ITQ 1.2256 1.4973 6.2665 7.9809 8.8673 13.6286
LFH 1.5904 2.4527 4.4915 8.2955 16.4675 33.6897
CSH 3.4402 4.7697 5.6417 6.4909 7.8666 12.2046
CCH-S 4.2274 5.4568 5.7529 7.2741 10.8102 17.2031
IMH 14.0779 16.0084 16.6630 17.7004 21.5291 28.9154
AGH 20.4192 21.3838 21.1865 21.2277 22.1057 22.6049
SGH 8.4745 11.5111 33.3866 65.2935 117.2659 256.3173
PCA-ITQ 0.9253 1.4337 2.7473 3.5643 4.4034 6.6472
OCH 3.1133 8.7909 9.2521 10.5146 17.0130 23.5606
CUH 0.9626 1.7781 2.6453 4.6081 8.5370 15.4904
CCH-U 0.4559 0.9900 2.8481 5.2874 9.8194 16.7856

examples, we empirically set . =5,y =1, = 2,12 = 10,
and 73 10, and we set the maximum iteration number
t = 20.

All the results below are averaged over 50 independent runs.

A. CIFAR-10: Test on Tiny Natural Images

In this example, we choose the dataset CIFAR-10 to test the
performance of the proposed method. CIFAR-10 consists of
60K labeled images evenly divided in ten classes. Each image
is represented by a 512-D GIST descriptor extracted from a
32 %32 color image. We randomly select 1000 points as queries
and use the rest as the training set. Since each data point
from CIFAR-10 has the label information, both supervised and
unsupervised hashing algorithms can be applied. The ground
truth neighbors of each query are determined based on the
label agreement.

For evaluation, we report the results in terms of mean
average precision (MAP) and mean precision of the top 500
retrieved neighbors based on Hamming ranking in Table I with
the code length varying from 8 bits to 256 bits.

From Table I, we see that the proposed continuous
supervised hashing (CSH), continuous unsupervised hashing

(CUH), and CCH algorithms outperform the other hashing
methods in most cases. We also see that CCH-S and CCH-U,
respectively, achieve better results than CSH and CUH, which
implies that the bits uncorrelation and balance constraints can
improve the quality of the binary codes.

We further report the training time consumption of the hash-
ing methods in Table II. The results show that our algorithms
are time efficient. The training time of the proposed methods
is much less than that of KSH, SDH, SGH, and COSDISH,
and is close to that of IMH, AGH, PCA-ITQ, OCH, CCA-ITQ,
LFH, and FSDH.

Next, we investigate the sensitivity of the parameters 1,
and 7n3. Fig. 1 shows the MAP results of CCH-U and CCH-S
on CIFAR-10 with 64 bits with respect to different values
of 1y and n3. We can see that the moderate 7, n3 can help
to improve the retrieval accuracy, while the large 1., n3 will
reduce the retrieval accuracy on the contrary, which demon-
strates that excessively emphasizing the two constraints will
reduce the quality of the solution.

The parameter y in CSH and CUH and the parameter 1 in
CCH-S and CCH-U mainly affect the quantization error. We
plot the curves of the quantization error with respect to the
parameters y, n; with 64 bits in Fig. 2. From the figure, we see
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Fig. 1. MAP results with respect to parameters 17, n3 with 64 bits on CIFAR-10. (a) CCH-U. (b) CCH-S.
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Fig. 2. Impact of y and n; on the quantization error with 64 bits.
TABLE III
ACCURACY ON MNIST UNDER CLASS-WISE SPLITTING PROTOCOL
Methods MAP Precision@500
8bits [ 16bits [ 32bits [ 64its [ 128bits [ 256bits 8bits [ 16bits [ 32bits [ 64its [ 128bits [ 256bits
KSH 0.5082 0.5341 0.5815 | 0.6116 | 0.6027 0.6176 0.5973 0.6308 | 0.6528 | 0.6668 | 0.6818 0.7443
SDH 0.4624 0.5590 | 0.5310 | 0.5302 | 0.5427 0.5402 0.3444 0.5314 | 0.5310 | 0.5429 | 0.5685 0.6342
FSDH 0.4766 0.5076 | 0.5302 | 0.5399 | 0.5503 0.5463 0.3276 0.4632 | 0.5418 | 0.5663 | 0.5836 | 0.5823
COSDISH | 0.4278 0.4691 0.4852 | 0.4927 | 0.5119 0.5003 0.4483 0.5366 | 0.5865 | 0.5745 | 0.6099 | 0.6114
CCA-ITQ 0.5824 | 0.6027 | 0.6171 | 0.6297 | 0.6338 | 0.6338 0.6902 0.7385 0.7617 | 0.7646 | 0.7768 0.7783
LFH 0.4506 0.4204 | 0.5102 | 0.5091 | 0.4951 0.4989 0.4306 0.4932 | 0.6529 | 0.6635 | 0.6852 | 0.6807
CSH 0.5990 0.6615 | 0.6577 | 0.6283 | 0.6295 0.6342 0.6482 0.7506 | 0.7841 | 0.7829 | 0.8000 | 0.7940
CCH-S 0.6028 0.6601 | 0.6624 | 0.6410 | 0.6354 | 0.6390 0.6954 | 0.7537 | 0.7812 | 0.7811 | 0.7818 | 0.8142

that moderate y, 11 are enough to guarantee the quantization
error to be very small, and when y = 1 and n; = 2, the
quantization error is very close to zero. The results shown in
the figure are in line with the statement in Remark 1.

B. MNIST: Evaluation Using the Class-Wise Splitting
Protocol [52]

Recently, a class-wise splitting protocol [52] was proposed
for evaluating supervised hashing, and it is demonstrated that
the class-wise splitting protocol can better capture desirable
properties of supervised hashing schemes, compared with the
traditional protocols. So, in this example, we use this proto-
col to further test the performance of the proposed method
on supervised hashing. The dataset for test is MNIST, which
consists of 70000 images of handwritten digits from “0” to
“9.” Each of the images is represented by a 784-D vector. The
whole dataset is partitioned into a test set with 1000 samples
and a training set with all remaining samples. The class-wise
splitting protocol requires the hashing method to use disjoint
set of classes for training and testing. Like [52], we sepa-
rate the training set based on class splits into two disjoint
sets, namely train70 and train30, where train70 contains 70%
of the classes and train30 contains the remaining 30% of the
classes. Also, we separate the testing set into test70 and test30

using the same method, and the classes in test70 are the same
as those in train70. In this example, the set train70 is used
for training. The set train30 is the database for retrieval and
the set test30 is the query set. The set test70 is not used. We
show the results in terms of MAP and the mean precision of
the top 500 retrieved neighbors in Table III. The results show
that the proposed methods outperform the other supervised
hashing methods for comparison in most cases in terms of the
class-wise splitting protocol.

C. NUS-WIDE: Accuracy on Large-Scale Dataset

In this example, we test the performance of the proposed
method on the large-scale dataset NUS-WIDE, which con-
sists of around 270 000 Web images associated with 81 ground
truth concept labels and each image contains multiple seman-
tic labels. Each image is represented by a 500-D bag-of-words
feature. Any two images sharing at least one label are seen
as true neighbors. We collect 21 most frequent labels and
randomly select 100 images as queries for each label. We
use the remaining images as the training set. Note that it
is hard to separate the dataset based on class splits without
overlap since each sample in NUS-WIDE belongs to several
classes [54]. So, in this example, we use the same traditional
evaluation protocol as Example 1. Since the dataset of this
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Compared top-1000 MAP results on NUS-WIDE with code lengths from 32 to 256 bits. (a) Supervised hashing and (b) Unsupervised hashing.

—O— CUH
0.38 —e— CCH-U
OCH
0.36 —¥— PCA-ITQ | 1
—&— SGH
0.34 H— AGH =i
—+— IMH
0.32 —
0.3 1
816 32 64 128 256
number of bits
(b)

Fig. 4. Precision of top 500 returns on NUS-WIDE with code lengths from 32 to 256 bits. (a) Supervised hashing and (b) unsupervised hashing.

example is large-scale and it is very slow to compute MAP of
the whole dataset, we only return top 1000 retrieved samples
and calculate the MAP of the top 1000 returns. The results
in terms of top-1000 MAP and mean precision of top 500
retrieved neighbors are, respectively, shown in Figs. 3 and 4.
The results shown in the figures demonstrate the superiorities
of the proposed methods.

V. CONCLUSION

In this paper, we gave an equivalent continuous formula-
tion of the general discrete hashing problem. Specifically, we
showed that the discrete hashing problem can be transformed
into a continuous optimization problem without any relax-
ations, and the continuous optimization problem has the same
optimal solutions and optimal value as the original problem.
After transformation, we devised algorithms based on the
idea of DC programming and DCA to solve the continuous
optimization problem. We showed that such a scheme can be
applied to both supervised and unsupervised hashing models.
Experiments showed the superiority of the proposed method
in terms of accuracy and time efficiency.
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