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Abstract—Vignetting correction is a key pre-processing module
for most imaging systems related to computer vision applications.
Vignetting estimation is difficult for the current imaging systems
due to the complex optical components and challenging vignetting
feature extraction. In this work, we propose an algorithm for single-
image vignetting correction. We present an optical aperture limit
model that uses an occlusion parameter to estimate vignetting effect
caused by light occlusion. Moreover, we derive a novel prior that
the pixel chromaticity is not affected by vignetting. Our algorithm
efficiently selects regions for feature extraction according to the
chromatic and spatial analysis of the image, and then uses the inten-
sity ratios to predict the vignetting model parameters and optical
center guided by the constant chromaticity prior. We evaluate our
algorithm on both synthetic and real-world images. Experimental
results indicate that, compared with the state-of-the-art methods,
our algorithm achieves better correction under different types of
vignetting.

Index Terms—Vignetting correction, aperture limit model,
constant chromaticity prior, light occlusion, optical model.

I. INTRODUCTION

V IGNETTING is a common but undesirable effect in an
image due to the intrinsic drawbacks of imaging systems. It

refers to the radial attenuation of brightness away from the image
center. Vignetting has a negative impact on the performance
of the computer vision tasks that are sensitive to the intensity
of pixels, such as stereo matching [1], object detection [2],
image mosaicing [3], and image segmentation [4]. Therefore,
vignetting correction is an essential pre-processing step for
current imaging systems to obtain high-quality images.
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Several factors can lead to different types of vignetting. Nat-
ural vignetting is caused by off-axis illumination falloff that
follows the cos4 law [5], [6]. Pixel vignetting arises from the
variation in light striking angles of different pixels in a sensor.
Optical vignetting occurs when the lens components block the
incident light and is more significant with wide-angle lenses.
Mechanical vignetting emerges with occlusion by those unsup-
ported imaging components entering the field of view. Some
optical models [5], [6], [7], [8], [9] have been introduced to
model vignetting in the imaging process. Kang-Weiss (KW) [8]
model uses off-axis illumination factor, geometric factor, and
tilt factor to construct a vignetting function, and the extended
KW model [9] improves the geometric and tilt factors. These
models provide a close fit to the observed vignetting effect except
for the mechanical vignetting. However, there are few models
for vignetting caused by small apertures, though this type of
vignetting is common in multispectral imaging systems [10],
[11], microscopes [12], and etc. In these systems, the apertures of
optical components and imaging devices can be unmatched since
they are made by different manufacturers. As the customization
of optical components are difficult and costly, vignetting effect
is unavoidable and should be corrected for relevant downstream
vision tasks.

Various computational techniques have been presented to
correct vignetting effect during the imaging process. The
calibration-based methods [7], [8], [13] obtain a template image
from a uniform object and measure the corresponding intensity
response at each pixel to correct vignetting. Multiple-image-
based methods [14], [15], [16], [17] capture image sequences
and solve the vignetting function using the information from
multiple images. These methods remove vignetting effectively
but require either a calibration image or image sequences to de-
rive vignetting features. On the other hand, single-image-based
methods [9], [18], [19], [20], [21], [22] restore vignetting-free
images without additional information. These methods extract
the characteristics of vignetting in a single image and produce
results of high quality in an automatic manner. However, the
existing single-image-based methods still face some challenges
such as heavy computations, optical center prediction, and dis-
tinguishing the brightness attenuation of vignetting and scene
textures.

In this work, we propose an algorithm to correct vignetting
effect using a single image. Based on a typical optical imaging
model, we propose an aperture limit model to precisely de-
scribe the brightness attenuation caused by light occlusion. This
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model integrates the intrinsic optical parameters of the imaging
system into a single occlusion parameter. With this parameter,
we can precisely model the brightness fall-off caused by light
occlusion and improve the efficiency of parameter estimation.
Moreover, we introduce a novel constant chromaticity prior
for vignetting correction that the chromaticity of a pixel is not
affected by vignetting though its intensity decreases. We develop
an effective vignetting correction algorithm that consists of two
main modules for vignetting estimation. First, we analyze the
chromatic and spatial information of the image and select these
local regions for feature extraction. Guided by the constant chro-
maticity prior, we then exploit the intra-region intensity ratios of
different selected regions to estimate vignetting. Distinct from
the previous methods, our algorithm considers the challenges
of vignetting estimation comprehensively and predicts both the
model parameters and the optical center from the potential
vignetting regions. Experimental results demonstrate that our
algorithm outperforms previous approaches for single-image-
based vignetting correction. In summary, the main contributions
of this work are as follows.
� We present an aperture limit optical model for the precise

description of the vignetting effect caused by light occlu-
sion.

� We propose an effective vignetting correction algorithm
that effectively estimates vignetting function and optical
center guided by a novel constant chromaticity prior.

� Our experiments validate that the proposed algorithm is
also applicable to removing other types of vignetting and
outperforms the state-of-the-art correction methods.

The rest of this article is organized as follows. Section II
reviews the previous work related to vignetting model and
correction methods. Section III introduces the proposed opti-
cal model of mechanical vignetting. Section IV elaborates the
implementation details of the correction algorithm. Section V
shows the experimental results. Finally, Section VI concludes
this work.

II. RELATED WORK

In this section, we briefly review the previous work related to
vignetting models and vignetting correction methods.

A. Vignetting Models

Several vignetting models have been introduced for vignetting
estimation. Since the vignetting effect is radial in nature, most
methods analyze vignetting in polar coordinates and use V (r)
to denote the attenuation proportion at the distance of r. We
coarsely categorize the previous models into two types, i.e.,
empirical models [14], [23], [24] and physical models [5], [6],
[7], [8], [9].

The empirical models use typical functions to describe the
radial intensity attenuation. Based on the observation of the
reference images with vignetting, a 6th-order even polynomial
function is employed to approximate the vignetting effect [14],

VPolynomial(r) = 1 + α2r
2 + α4r

4 + α6r
6, (1)

where α2, α4, and α6 are the polynomial coefficients. This
polynomial function produces a close fit to natural and optical
vignetting, and performs well on camera calibration.

Some vignetting correction methods exploit hyperbolic func-
tions to model vignetting. The two-dimensional (2-D) hyperco-
sine model [24] considers the brightness falloff of vertical and
horizontal directions,

VHypercos(r, θ) =
1

cosh(cxr cos θ) cosh(cyr sin θ) + c
, (2)

where (r, θ) is the polar coordinate of the corresponding pixel,
cx and cy denote falloff rates along the x and y dimensions of
the image, and c denotes a constant bias. The 2-D hypercosine
model is applicable for those embedded digital imaging systems
with limited memory resources.

The physical models estimate the vignetting effect according
to the optical analysis of the imaging process. Driven by the
optics measured known beforehand, the physical models may be
more reasonable than these empirical models. Several physical
models have been introduced based on different optical factors.
The off-axis illumination model [5], [6] is derived from a simple
model consisting of a thin lens and an imaging plane, formulated
as

VOff-Axis(r) =
1

(1 + (r/f)2)2
, (3)

where f denotes the focal length of the lens. The off-axis
illumination model accounts for vignetting caused by a single
lens, yet it is not generic for the imaging systems with multiple
lenses.

The variable cone (VC) model [7] considers the additional
factor of light occlusion by a set of lenses,

VVC(r) =
cnSout(r)

(1 + (r/f)2)2
, (4)

where Sout(r) is the exit pupil and cn is the normalization coeffi-
cient. The variable cone model successfully predicts vignetting
distortion but suffers from the severe constraints of the imaging
system parameters such as light axis and field of view.

The Kang-Weiss (KW) model [8] additionally considers the
camera tilt effect in the imaging procedure. This model incorpo-
rates the off-axis illumination, light obstruction, and tilt effects
to formulate vignetting as

VKW(r) =
G(r)T (r)

(1 + (r/f)2)2
, (5)

where the geometric factor G(r) ≈ 1− αr denotes the approx-
imation of light obstruction, and the tilt factor T (r) denotes
the image tilt function. The KW model is reliable for those
common digital cameras, and is widely employed in various
existing vignetting correction algorithms.

The extended KW model [9] improves the geometric and tilt
factors, and maintains the same form as the Kang-Weiss model

VExtended-KW(r) =
Ge(r)Te(r)

(1 + (r/f)2)2
, (6)

where the geometric factor Ge(r) = 1−∑p
i=1 αir

i is gen-
eralized to a polynomial form, and the tilt factor Te(r) is
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a region-aware function for which different image regions have
different tilt angles. These improvements make the model appli-
cable to more complex scenes.

We note that these existing models are designed to estimate
vignetting in images captured by typical imaging systems. How-
ever, as the current imaging systems become more and more so-
phisticated, these models may not provide a precise description
of vignetting. Instead, our aperture limit model mainly considers
the incident light obstruction factor of vignetting. Our model
analyzes the optical structure of imaging systems with small
apertures and uses an occlusion parameter to model vignetting
effect.

B. Vignetting Correction

Different techniques have been introduced to estimate vi-
gnetting in the imaging process and restore vignetting-free im-
ages. We can classify the popular vignetting correction methods
into calibration-based, multiple-image-based, and single-image-
based approaches.

The calibration-based approaches [7], [8], [13] estimate vi-
gnetting by obtaining a template image under uniform illumi-
nation. For example, the VC model [7] utilizes a white acrylic
filter to capture reference images for vignetting correction. The
KW model [8] solves vignetting parameters using an image
of Lambertian surface. The 2-D harmonic Gaussian filter [13]
extracts the vignetting features from the image of an integrating
sphere. With the assistance of a reference image, the calibration-
based approaches accurately estimate the attenuation proportion
and achieve satisfactory vignetting calibration. However, they
are barely suitable for the current complex imaging system
with tunable optical components since the uniform reference
is unavailable in practice.

The multiple-image-based approaches [14], [15], [16], [17]
analyze vignetting characteristics based on the assumption that
the vignetting function is identical for image sequence. Some
methods [15], [16] estimate vignetting through the scene in-
formation in a moving image sequence. They select overlapping
views in the image sequence for vignetting removal, and produce
effective restored results. Other methods [14], [17] compute
vignetting parameters from images acquired with different cam-
era settings such as aperture and exposure time, and generate
the vignetting function to recover the vignetting-free images.
However, these approaches are time-consuming and constrained
by real-time tasks.

Single-image-based approaches [9], [12], [18], [19], [20],
[21], [22] correct vignetting for an arbitrary image. Considering
that vignetting is a low-frequency degradation in an image,
some algorithms [9], [18] decompose an image into several
homogeneous regions according to texture information, and
then estimate vignetting based on low-frequency brightness
variation within each region. These methods effectively cor-
rect vignetting but they rely on accurate image segmentation
and ignore the problem of optical center location. Some other
algorithms estimate vignetting under the guidance of some
priors derived from image statistics. For example, based on the
observation that the gradient distribution symmetries (GDS) are

Fig. 1. Our aperture limit optical model that consists of an aperture, a lens,
and an imaging sensor. During the imaging process, the aperture blocks part
of the light and causes pixel intensity attenuation. The proportion of occlusion
gradually increases with the enlargement of the incident angle α, which means
that the intensity of the pixel farther from the optical center falls off more
severely.

closely related to vignetting in images, the work [19] predicts
vignetting function by minimizing the asymmetries of gradient
distributions. Based on the radial bright channel (RBC) prior
that the maximal pixel intensity at each radius is almost the
same for those vignetting-free images, the work [20] computes
a one-dimensional RBC function to efficiently estimate and
remove vignetting. Log-intensity entropy (LE) [21] is a useful
measure for vignetting estimation based on the hypothesis that
the vignetting-free images are more likely to have a low entropy,
and it is effective to remove vignetting by minimizing the LE
measure. The variational-Bayesian (VB) algorithm [22] restores
vignetting-free images by minimizing local image variations
based upon the observation that the local variations in natural
images should be small at most pixels. The non-parametric
vignetting correction (NPVC) algorithm [12] uses an iterative
sliced histogram routine to estimate vignetting based on the
observation that the pixel intensity at different rows and columns
of random images would be indicative of potential vignetting
artifacts.

These single-image-based approaches are flexible in vi-
gnetting correction, but they still face the challenges such as
heavy computation, optical center prediction, and vignetting
characteristic extraction. Compared with the existing ap-
proaches, our algorithm estimates vignetting with the guidance
of a novel constant chromaticity prior. Moreover, our algorithm
comprehensively considers the issues of computational cost and
optical center prediction to improve the generalization ability in
practical applications.

III. OUR OPTICAL VIGNETTING MODEL

Current assembled imaging systems, such as multispectral
imaging systems [10], [11] and microscopes [12], contain optical
components from different manufacturers designed for specific
vision tasks. The difference of apertures may inevitably cause
vignetting effect due to the optical occlusion. We propose a spe-
cific aperture limit optical model to accurately estimate this type
of vignetting. As illustrated in Fig. 1, the imaging components
with a small aperture block part of the light entering the lens and
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cause the vignetting effect. With the increase of incident angle,
the corresponding pixel is farther from the optical center and
receives less light due to the occlusion. Vignetting correction
needs a precise estimation of the attenuation ratio of each pixel,
which relates to the intrinsic optical parameters of the imaging
system.

Our aperture limit model is constructed based on several
main assumptions: 1) the aperture of the imaging components
is cylindrical, and consequently, the brightness falloff is radial
symmetrical; 2) the targets are far away and thus the incident
light is parallel, and 3) the quantum response of the imaging
sensor is linear.

Inspired by the light obstruction estimation in the VC
model [7] and KW model [8], we use the ratio of the current
exit pupil and the maximal exit pupil to model the vignetting
function V (r) as

V (r) =
S(r)

Smax
, (7)

where S(r) denotes the current exit pupil whose incident angle
can be computed according to the distance r between the optical
center and the pixel, and Smax denotes the maximal exit pupil
with an incident angle of zero. According to the optical analysis
of Fig. 1, the current exit pupil S(r) can be formulated as

S(r) = 2

(
R2 arccos

d(r)

R
− d(r)

√
R2 − d2(r)

)
, (8)

where R denotes the radius of the aperture, and d(r) denotes the
offset of the exit pupil. d(r) is related to the incident angle α
and can be computed as

d(r) =
T · tanα

2
=

Tηr

2f
, (9)

where T denotes the thickness of the aperture, f denotes the
focal length, and η denotes the size of a pixel. The maximal exit
pupilSmax equals the area of the aperture, which is πR2. Hence,
(7) can be rewritten as

V (r) =
2

π

⎛⎝arccos
d(r)

R
− d(r)

R

√
1−

(
d(r)

R

)2
⎞⎠

=
2

π

⎛⎝arccos
Tη

2fR
r − Tη

2fR
r

√
1−

(
Tη

2fR
r

)2
⎞⎠ .

(10)

Since T , η, f , and R are the intrinsic parameters of an imaging
system, we define an occlusion parameter k = Tη

2fR to simplify
(10) to

V (r) =
2

π

(
arccos kr − kr

√
1− (kr)2

)
. (11)

As a result, we can effectively remove vignetting by estimating
only a single occlusion parameter k instead of all mechanical
parameters of the imaging system.

IV. OUR VIGNETTING CORRECTION ALGORITHM

In this section, we first introduce the constant chromaticity
prior derived from the theoretical and image statistical perspec-
tives. Then we propose a vignetting correction algorithm under
the guidance of the constant chromaticity prior. Next, we present
the details of two main modules for vignetting correction. Fi-
nally, we extend our algorithm to other types of vignetting.

A. Constant Chromaticity Prior

It is critical to extract vignetting characteristics in an image
although these low-frequency features are mixed with the scene
information. Based on the analysis of natural images with vi-
gnetting effect, we present a novel constant chromaticity prior
for vignetting estimation, i.e., the chromaticity of a pixel is
barely affected by vignetting although the brightness signifi-
cantly decreases.

In the following we prove the constant chromaticity prior
theoretically. For a given vignetted image Z, its chromaticity
image [25] Z̃ is computed as

Z̃(x, y) =
Z(x, y)∑
c Zc(x, y)

, (12)

where c denotes the channel index. According to the imaging
models [26], the channel image Zc(x, y) is

Zc(x, y) =

∫
λ

l(λ)ρ(λ, x, y)tc(λ)s(λ)V (x, y)dλ, (13)

where l(λ) denotes the spectral energy distribution of the light
source, ρ(λ, x, y) denotes the spectral reflectance at pixel (x, y),
tc(λ) denotes the spectral transmittance of the c-th filter, s(λ)
denotes the spectral sensitivity of the sensor, andV (x, y)denotes
the intensity attenuation due to vignetting. Based on the existing
optical models [7], [8], light obstruction is the main cause of
vignetting. The obstruction degree only involves the intrinsic
optical parameters and is independent of spectral wavelength.
Therefore, (13) can be reformulated as

Zc(x, y) = V (x, y)

∫
λ

l(λ)ρ(λ, x, y)tc(λ)s(λ)dλ

= V (x, y)Ic(x, y), (14)

where Ic(x, y) denotes the intensity of the c-th channel image
of the vignetting-free image I. By substituting (14) into (12)
we have Z̃(x, y) = Ĩ(x, y), which indicates that Z̃ equals the
chromaticity image Ĩ of the vignetting-free image.

We have analyzed a large number of natural images to vali-
date the effectiveness of the constant chromaticity prior. Fig. 2
provides several examples acquired by a multispectral imaging
system [10]. It is observed that the chromaticity images are free
from vignetting such as the sky and road regions. As the above
theoretical analysis does not use a specific type of vignetting, the
constant chromaticity prior is generic for most imaging systems.

Under the guidance of the constant chromaticity prior, we
can select pixels of the same chromaticity to accurately pre-
dict vignetting function. We exploit chromaticity to correct
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Fig. 2. Real vignetted images acquired using a three-channel shortwave infrared imaging system [10]. The three-channel infrared images are displayed in
pseudo-color space. The vignetting arises from the light obstruction by small apertures in front of the lens. The first row shows the three-channel SWIR images,
and the second row shows the corresponding chromaticity images.

Fig. 3. Framework of our vignetting correction algorithm. In the local vignetting feature collection module, we obtain a series of local regions for vignetting
estimation according to the analysis of chromatic and spatial information. In the prior guided vignetting estimation module, we estimate model parameters using
patch pairs guided by constant chromaticity prior, and generate vignetting mask. Finally, we obtain vignetting-free image by pixel-wise division.

vignetting for its two advantages. First, the chromaticity re-
flects the chromatic “fingerprints” of the objects and can ben-
efit the segmentation of homogeneous regions. Second, the
vignetting-invariant chromaticity can help the precise estimation
of brightness attenuation. Based on these two advantages, we
can effectively extract low-frequency vignetting characteristics
from the complex scene information and restore vignetting-free
images.

B. Algorithm Framework

Fig. 3 illustrates the framework of our algorithm under the
guidance of the constant chromaticity prior. It consists of two
main modules to collect vignetting features and estimate vi-
gnetting, respectively.

The first module analyzes the chromatic and spatial informa-
tion of the image, and selects the local regions that are beneficial
to vignetting feature extraction. For a given vignetted image Z,
we generate its chromaticity image and divide the images into
patches for computation efficiency. We cluster patches with the
same chromaticity from the spatial dimension. The clustered
regions will be applied to collect effective patches for vignetting
parameter computation.

The second module estimates the vignetting model parameters
and the optical center based on constant chromaticity prior. We
form abundant patch pairs for each clustered region and compute

the mean intensity ratio of each patch pair. We exploit the ratios
to estimate vignetting since the patches belonging to the same
local region should have the same intensity according to the
constant chromaticity prior. With the predicted parameters, we
generate the vignetting mask V.

Finally, as the vignetting mask V represents the intensity
attenuation of all pixels, we simply employ pixel-wise division
to restore the vignetting-free image I.

C. Local Vignetting Feature Collection

As vignetting is a type of low-frequency image deterioration,
it is hard to extract vignetting features that are mixed with the
scene contents. In our work, we select several local homoge-
neous regions by analyzing chromatic and spatial information.
These regions will be used in vignetting estimation since they
contain fewer scene contents affecting characteristic extraction.

Computational cost is an important issue in vignetting feature
extraction. For efficiency improvement, we employ a common
strategy to divide the image into patches and select uniform
patches for vignetting feature extraction. Our experiments on
100,000 random natural images of the MSCOCO dataset [27]
validate the applicability of this strategy. For each image,
we radially divide the image into 7× 7 patches and count
the number of patches where the intra-patch pixels maintain the
same chromaticity. Fig. 4 presents the number distribution of the
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Fig. 4. Statistical distribution of specific 7× 7 patches in form of cumulative
histograms. For each patch, the inner pixels are of the same chromaticity.
(a) The whole cumulative histogram whose patch number is in the range
[0, 8500]. (b) The partial cumulative histogram whose patch number is in the
range [0, 100].

satisfied patches in form of cumulative histograms. According to
the aperture limit model, we need at least 4 patches for parameter
estimation (occlusion parameter k and optical center (xc, yc)),
and we find that the correction results are stable and reliable
when mare then 40 patches are used. It indicates that more than
99.8% of images satisfy the conditions to predict the parameters.
Besides speeding up computation, dividing images into patches
can also improve robustness since using the mean intensity of a
patch can filter out noise in vignetting estimation.

For a given vignetted image Z, we first compute its chro-
maticity image Z̃ using (12). We then split both Z and Z̃ into
7× 7 patches to reduce computational cost. We compute the
mean and variance for each chromaticity image patch, and only
keep the patches whose chromaticity variances are below the
threshold 0.01. Then, we compute the mean intensity and the
central location of these patches in the scene image.

For better vignetting estimation, we cluster the selected
patches into several homogeneous regions according to chro-
matic and spatial feature distributions, since vignetting features
are more significant in these areas. We obtain the regions through
the following two steps.

Step 1: We count the chromaticity distribution of all satisfac-
tory patches. Based on this distribution, we divide the patches
into different bins within which the patches are considered to
have the same chromaticity. In our work, we empirically set the
chromaticity bin interval to 1

256 .
Step 2: We cluster the patches in the spatial dimension. For

the patches with the same chromaticity, we apply the popular
density-based clustering algorithm DBSCAN [28] to obtain a
series of clusters, and regard each cluster as a homogeneous
region. In this work, we empirically set the parameters, eps-
neighborhood and minimum neighbors, to 28 and 10, respec-
tively.

As a result, we efficiently collect homogeneous regions con-
taining features for further vignetting estimation.

D. Prior Guided Vignetting Estimation

In natural vignetting-free images, the patches in a local region
are very likely to have the same intensity, since this region
indicates the surface of the same material determined by chro-
maticity. As vignetting barely affects chromaticity according
to the constant chromaticity prior, we can predict the intensity

attenuation in a local region by comparing two patches. We
exploit the collected regions to jointly estimate the vignetting
model parameters and optical center.

In this work, we estimate vignetting by comparing the mean
intensity of any two patches within a region. We assume there
are Nr regions, and the intensity ratio γn

i,j of two patches in the
nth region is

γn
i,j =

Z̄n
i

Z̄n
j

=
Īni · V (ri)

Īnj · V (rj)
, (15)

where Z̄n
i denotes the mean intensity of the i-th patch

in the vignetted image Z, Īni denotes the mean intensity
of the ith patch in the vignetting-free image I, and ri =√
(xi − xc)2 + (yi − yc)2 denotes the distance between the

patch center (xi, yi) and the optical center (xc, yc). These two
patches are supposed to have the same intensity in I since they
belong to the same local region. Then (15) can be rewritten as

γn
i,j =

Z̄n
i

Z̄n
j

=
V (ri)

V (rj)
, (16)

which shows that the vignetting ratio equals to the intensity ratio
of the corresponding patches. With the relationship V (ri) =
γn
i,jV (rj), we can estimate the vignetting function V (r) and the

optical center (xc, yc) from a series of equations.
Although the parameter prediction only needs a few patch

pairs, the computation can be affected by noise and outliers.
Thus, we collect various patch pairs using multiple regions and
construct an intra-region loss function for each region. The loss
function of the n-th region is formulated as

εn =
∑

i,j∈regionn

βn
i,j(V (ri)− γn

i,jV (rj))
2, (17)

where βn
i,j is a weight function. In modeling the weight, it is

important to assign higher weights to those patch pairs with
a larger radius ratio, since the significant vignetting variation
is more useful for parameter prediction. Consequently, βn

i,j is
formulated as

βn
i,j = max

{
ri
rj
,
rj
ri

}
. (18)

Hence, we solve the vignetting function parameter k and the
optical center (xc, yc) as follows:

k∗, x∗
c, y

∗
c = arg min

k,xc,yc

Nr∑
n=1

εn,

s.t. k > 0, (xc, yc) ∈ Φc, (19)

where Φc denotes the center area of the image. We simply con-
strain k to be non-negative as it is composed of the mechanical
parameters of the imaging system. Based on the fact that the
optical axes of imaging components are assembled to almost
coincide, we also constrain the optical center to locate in the
image center neighborhood of which the size is customized
according to applications. Moreover, we use the form of sum
rather than mean in εn to improve the algorithm robustness, since
it ensures that the large regions with more features contribute
more to the parameter estimation.
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To improve robustness, we employ RANSAC [29] to predict
the vignetting parameters, with which we compute the intensity
attenuation ratio for each pixel and form the mask V to correct
vignetting. Then we obtain the vignetting-free image

I = Z�V, (20)

where � denotes pixel-wise division.

E. Extension to Other Vignetting Models

Since the constant chromaticity prior is generic, we can extend
our algorithm to correct other types of vignetting using different
optical models. The main difference between the vignetting
models is the number and constraints of the parameters, which
means we do not need to adjust the details of the local feature
collection. To compute the loss function of the n-th local region
with the vignetting model V (r,k), where k = [k1, k2, . . ., km]
comprises the m vignetting model parameters, we reformulate
(17) as

εn =
∑

i,j∈regionn

βn
i,j(V (ri,k)− γn

i,jV (rj ,k))
2. (21)

Consequently, we estimate the model parameters and optical
center by reformulating (19) as

k∗, x∗
c, y

∗
c = arg min

k,xc,yc

Nr∑
n=1

εn,

s.t. kd � k � ku, (xc, yc) ∈ Φc, (22)

where kd and ku denote the value range boundary of the param-
eters. With sufficient patch pairs, we can efficiently solve the
model parameters and optical center. Note that kd, ku, and k
are scalars respectively when the vignetting model, such as the
axis-off model [5] and our aperture limit model, contains only
one parameter.

F. Algorithm Summary

To clarify, we summarize our algorithm for vignetting correc-
tion in Algorithm 1.

V. EXPERIMENTS

In the following, we first introduce the experimental settings
of the synthetic and real datasets. Then we validate our aperture
limit model by analyzing vignetted images. Next, we present the
correction results on the synthetic images with aperture limit
vignetting. We then assess the algorithm on other vignetting
models. Finally, we evaluate the correction effectiveness on real-
world vignetted images.

To validate the effectiveness of our vignetting correction al-
gorithm, we use synthetic images to assess the restoration quan-
titatively with respect to ground truth, and exploit the real-world
images for qualitative comparison. We employ our aperture limit
model and the extended KW model [9] to generate synthetic
images. We compare the vignetting correction effectiveness of

Algorithm 1: Correcting Vignetting Effect in Images.

our algorithm with the state-of-the-art ones including GDS [19],
RBC [20], LE [21], VB [22], and NPVC [12].

A. Experimental Settings

We conduct experiments on synthetic and real-world im-
ages, and evaluate the performance of our vignetting correc-
tion algorithm. We randomly select natural images from the
MSCOCO [27] dataset that contains different scenes and com-
plex objects, and generate synthetic images using different vi-
gnetting models. The images used in our work consist of the
following ones.

1) Synthetic Images With Aperture Limit Vignetting: We use
the aperture limit model to generate vignetted images. Consider-
ing the resolution difference between images, we normalize the
radius r to [0,1] and scale k to k̄ = k × rmax. Via the estimation
of different imaging systems, k̄ may be reasonably sampled in
the range [0.1, 0.9]. The synthetic images with aperture limit
vignetting consist of two parts: a) we use 300 random images
to generate 300 vignetted images with 300 random k̄ within
[0.1,0.9]. These images are used to evaluate the correction effec-
tiveness of different algorithms; b) we select another 60 images
to validate the effectiveness of the algorithm under different
vignetting level. For each image, we generate 9 vignetted ones
by setting k̄ from 0.1 to 0.9 with step 0.1. These synthesized
images are used to validate the robustness of algorithms.

2) Synthetic Images With Extended KW Vignetting: Since
the extended KW model [9] comprises the factors that are
common in other vignetting models, we use it to generate
vignetted images for the correction performance evaluation on
other types of vignetting. In detail, we select 60 natural images
and apply 20 different vignetting functions to each image. We
generate vignetting functions using (6) with parameter sets of
{f, α1, α2, α3, α4} while neglecting the tilt effect, where we set
f = {250, 500, 1300, 2000, 3000} and randomly set αi.

3) Real-World Images: We acquire some images with aper-
ture limit vignetting using different imaging systems, including
a three-channel shortwave infrared imaging system [10] and a
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Fig. 5. Three vignetted images acquired with three tubes. The first row shows
the images of whiteboard. The second row shows the normalized intensity of
the 1600th row (red dashed line) of the vignetted image and fitting curves of
different vignetting models. The average pixel intensity errors of Extended KW
model [9], Hypercosine model [24], Polynomial model [14], and our model are
0.019, 0.041, 0.036, and 0.012 respectively. (a) f = 70mm, T = 60mm, and
R = 39mm. (b) f = 50mm, T = 60mm, and R = 35mm. (c) f = 50mm,
T = 50mm, and R = 35mm.

visible multispectral imaging system [11]. We also download a
series of real-world images1 with conventional vignetting which
are captured by different cameras with various imaging settings.

Note that the optical centers of vignetting in all synthetic
images are randomized in a 30× 30 neighborhood of the image
center. We employ four different metrics to assess algorithms
quantitatively, i.e., peak signal-to-noise ratio (PSNR) [21], struc-
tural similarity index measure (SSIM) [21], ΔEab[30], and
color image-difference (CID) [31]. PSNR and SSIM metrics
measure global intensity quality, and ΔEab and CID measure
color quality.

B. Validation on Aperture Limit Model

We use reference images, synthetic images, and real-world
images to validate the aperture limit model. We compare our
model with 6-th order even polynomial model [14], hypercosine
model [24], and extended KW model [9] on the images with
aperture limit vignetting.

We capture the images of a uniform Labsphere whiteboard us-
ing a SONY A6100 camera attached with a specifically designed
tube. By exchanging tubes of different thickness and radius we
can get a set of vignetted images. For each vignetted image,
we compute the occlusion parameter k to predict the brightness
attenuation, and also estimate the unknown parameters in other
vignetting models using the least square method. Fig. 5 shows
three vignetted examples and the fitting curves. The hypercosine
model and polynomial model estimate brightness attenuation
satisfactorily in the regions around the optical center, but they
cannot work at the image edges. Although the extended KW
model improves the vignetting estimation according to optical
analysis, it may be unsuitable for this kind of vignetting due
to different optical factors. In comparison, our aperture limit
model fits the vignetting effect well with different imaging
parameters, and produces the lowest errors of the whole images.

1Data available at https://github.com/GUOYI1/Vignetting_corrector/tree/
master/data

Fig. 6. Corrected images using different vignetting models and our correction
algorithm. The first row shows the synthetic image selected from the MSCOCO
dataset. The second rows shows the real-world image captured by a visible mul-
tispectral imaging system. The third row shows the real-world image captured
by a shortwave infrared imaging system. (a) Original images with aperture limit
vignetting. (b) Images corrected by the hypercosine model [24]. (c) Images
corrected by the polynomial model [14]. (d) Images corrected by the extended
KW model [9]. (e) Images corrected by our aperture limit algorithm.

Fig. 7. Evaluation on the corrected images produced by GDS [19], RBC [20],
LE [21], VB [22], NPVC [12] and our algorithm. (a) Mean PSNR. (b) Mean
SSIM. (c) Mean ΔEab. (d) Mean CID.

To estimate the performance in image edge, we also select
the 10-th and 11-th rows of the vignetted images and compute the
average pixel intensity errors of different vignetting models. The
results of the Extended KW model [9], Hypercosine model [24],
Polynomial model [14] and our model are 0.028, 0.073, 0.064,
and 0.014, respectively, which indicates that our model has a
better performance of vignetting prediction around edges.

We apply our correction algorithm and different vignetting
models on the synthetic and real-world images with aperture
limit vignetting. Table I shows the average image quality metrics
of 300 synthetic images. It demonstrates that the proposed
aperture limit model can produce better image restoration perfor-
mance thanks to the accurate modeling of brightness attenuation.
Fig. 6 illustrates the correction results of the synthetic and
real-world images. Results of the hypercosine model and the
polynomial model remain vignetting effect in image corners.
The extended KW model boosts the restoration performance
in corners though it may be over-corrected visibly. Our model
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Fig. 8. Image produced by different vignetting correction methods. The vignetted images are generated using aperture limit model. For each scene, the first row
illustrates the vignetting corrected images, and the second row shows the scaled difference maps between the corrected images and the corresponding ground truths.
(a) Images corrected by GDS [19]. (b) Images corrected by RBC [20]. (c) Images corrected by LE [21]. (d) Images corrected by VB [22]. (e) Images corrected by
NPVC [12]. (f) Images corrected by our algorithm.

TABLE I
MEAN PSNR, SSIM, ΔEAB, AND CID OF THE IMAGES CORRECTED USING

DIFFERENT VIGNETTING MODELS

TABLE II
MEAN PSNR, SSIM, ΔEAB, AND CID OF THE IMAGES AFTER CORRECTING

APERTURE LIMIT VIGNETTING

produces satisfactory results thanks to its suitable optical anal-
ysis and modeling.

C. Algorithm Evaluation With Our Aperture Limit Model

Fig. 8 presents the correction results of synthetic images
with aperture limit vignetting. It is observed that GDS [19] can
accurately estimate vignetting in the center area but it may ignore
other parts. RBC [20], LE [21], and VB [22] take into account
the restoration effect of the whole image while some vignetting
still exist in the form of rings. NPVC [12] can visibly remove
vignetting yet it causes new artifacts like haze in the corrected
images. In comparison, our algorithm achieves better vignetting
correction and the resulting images are closer to ground truths.
Table II lists the mean PSNR, SSIM, ΔEab, and CID of the

TABLE III
MEAN PSNR, SSIM, RMSE, ΔEAB, AND CID OF THE IMAGES AFTER

CORRECTING KW VIGNETTING

corrected images, which indicate that our algorithm outperforms
other approaches for all metrics.

We evaluate these methods on different levels of aperture
limit vignetting, and illustrate the PSNR, SSIM, ΔEab, and CID
curves in Fig. 7. It is observed that the current algorithms deal
with light vignetting when k̄ < 0.3. However, they may work
unsatisfactorily as the vignetting becomes thick. In comparison,
our algorithm always performs better than the competitors and
is more robust to scenarios with different vignetting levels.

D. Algorithm Evaluation With Extended KW Model

We evaluate the vignetting correction algorithms on images
with other types of vignetting. To ensure the correction effect, we
apply the extended KW model [9] in our algorithm for vignetting
estimation. Fig. 9 presents the correction results of some syn-
thetic images. GDS [19] and RBC [20] remove most vignetting
but retain a little in the corners. LE [21] and VB [22] improve
the image restoration in corners but causes some shadow rings.
NPVC [12] removes vignetting effectively but causes color
deviation. In comparison, our algorithm produces much better
vignetting correction results.

Table III lists the mean PSNR, SSIM, ΔEab, and CID of the
corrected images. It is obvious that our algorithm outperforms
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Fig. 9. Image produced by different vignetting correction methods. The vignetted images are generated using the Extended KW model [9]. For each scene, the
first row illustrates the vignetting corrected images, and the second row shows the scaled difference maps between the corrected images and the corresponding
ground truths. (a) Images corrected by GDS [19]. (b) Images corrected by RBC [20]. (c) Images corrected by LE [21]. (d) Images corrected by VB [22]. (e) Images
corrected by NPVC [12]. (f) Images corrected by our algorithm.

Fig. 10. Evaluation of the total 1200 vignetting correction results produced by
GDS [19], RBC [20], LE [21], VB [22], NPVC [12] and our algorithm. (a) PSNR
values of the corrected images, sorted in descending order w.r.t. the PSNRs of our
algorithm. (b) SSIM values of the corrected images, sorted in ascending order
w.r.t. the SSIMs of our algorithm. (c) ΔEab values of the corrected images,
sorted in ascending order w.r.t. the ΔEab of our algorithm. (d) CID values of
the corrected images, sorted in ascending order w.r.t. the CIDs of our algorithm.

the other state-of-the-art methods. Fig. 10 shows the metric
curves of the total 1200 vignetting corrected synthetic images.
GDS can effectively correct vignetting in some scenes but fails
when gradient distributions are difficult to extract. With the
assistance of strict constraints in vignetting estimation, RBC,
LE, VB, and NPVC can produce results that are more stable. Our
algorithm produces best correction results under most circum-
stances, thanks to the effective extraction of vignetting features.

E. Evaluation on Images With Real Vignetting

We evaluate the vignetting correction methods on real-world
vignetted images. When dealing with the images captured by

TABLE IV
MEAN EXECUTION TIME OF PROCESSING AN IMAGE WITH VIGNETTING

imaging systems with small apertures [10], [11], we employ
our aperture limit model for parameter estimation. As shown
in Fig. 11, all competitors cannot correct the vignetting around
corners. In comparison, our algorithm corrects most vignetting
effects in the images.

We use the extended KW model [9] to estimate vignetting in
images downloaded online. Fig. 12 illustrates some correction
results. It is observed that the images corrected by those state-of-
the-art methods still have some vignetting artifacts in the form
of dark corners, rings, or grids. Our algorithm corrects most
vignetting effects and the resultant images are perceptually more
natural.

F. Running Time

We compare the speed between our algorithm and the state-
of-the-art methods on both the synthetic and real-world im-
ages including 2200 images of resolutions from 1280× 720 to
2048× 1080. All algorithms are implemented in Matlab and run
on a PC with 2.6 GHz Intel Core i7 CPU and 16 G memory.

Table IV shows the mean execution time of different algo-
rithms. The time cost of GDS is the shortest among all algorithms
but its correction performance is relatively worse than others.
RBC can efficiently remove vignetting by estimating parameters
from a 1-D vector. LE produces better correction results based
on the strict constraints which also increases the computational
cost. VB estimates vignetting with an iterative strategy to make
the result stable and accordingly increases its execution time.
NPVC restores images by extracting vignetting features from
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Fig. 11. Correction results of some real-world vignetted images captured by a multispectral imaging system. (a) Original images. (b) Images corrected by
GDS [19]. (c) Images corrected by RBC [20]. (d) Images corrected by LE [21]. (e) Images corrected by VB [22]. (f) Images corrected by NPVC [12]. (g) Images
corrected by our algorithm.

Fig. 12. Correction results of some real-world vignetted images downloaded online. (a) Original images. (b) Images corrected by GDS [19]. (c) Images
corrected by RBC [20]. (d) Images corrected by LE [21]. (e) Images corrected by VB [22]. (f) Images corrected by NPVC [12]. (g) Images corrected by our
algorithm.

columns and rows whose computation is less than processing a
2-D image. In comparison, our algorithm takes a short execution
time since it solves vignetting parameters from the pixel intensity
ratio without complex computation. Thanks to the application
of RANSAC strategy [29], the efficiency of our algorithm are
also less affected by image resolutions. Moreover, our algorithm
effectively extracts vignetting features from the whole image and
outperforms the existing methods.

VI. CONCLUSION

We have proposed an algorithm for single-image vignetting
correction. For accurate estimation of vignetting caused by light
occlusion, we introduce an optical aperture limit model that
produces a close fit to vignetting common in current imaging
systems. Guided by a novel constant chromaticity prior, our
algorithm efficiently extracts vignetting features according to

chromatic and spatial information, and solves parameters for
vignetting correction. Experimental results have validated the
effectiveness of our algorithm on a broad range of images with
different vignetting levels.

A limitation of our vignetting correction algorithm is its
moderately unsatisfactory restoration in the corners of images
since the vignetting is jointly determined by optical center
and model parameters that are difficult to estimate. Consider-
ing the vignetting is a low-frequency image degradation and
the neural network maintains a satisfactory performance on
extracting this kind of features, we aim to design a small
convolutional neural network to extract the vignetting features
in our future work, and apply the proposed constant chro-
maticity prior to construct a effective loss function for pa-
rameter prediction. In addition, we will also plan to improve
the computational efficiency of the algorithm for practical
applications.
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