
Information Fusion 94 (2023) 200–214

A
1

F

P
m
S
H
a

b

c

d

A

K
M
M
I
P
S
C

1

(
i
c
v
a
i
m
e
d
r
f

c

h
R

Contents lists available at ScienceDirect

Information Fusion

journal homepage: www.elsevier.com/locate/inffus

ull length article

CNet: A structure similarity enhancement method for multispectral and
ultimodal image registration

i-Yuan Cao a,b, Beinan Yu b, Lun Luo b, Runmin Zhang b, Shu-Jie Chen d, Chunguang Li b,
ui-Liang Shen b,c,∗

Ningbo Innovation Center, Zhejiang University, Ningbo, 315100, Zhejiang, China
College of Information Science and Electronic Engineering, Zhejiang University, Hangzhou, 310027, Zhejiang, China
Key Laboratory of Collaborative Sensing and Autonomous Unmanned Systems of Zhejiang Province, Hangzhou, 310015, Zhejiang, China
School of Computer and Information Engineering, Zhejiang Gongshang University, Hangzhou, 310018, Zhejiang, China

R T I C L E I N F O

eywords:
ultispectral image
ultimodal image

mage registration
hase congruency
imilarity enhancement
onvolutional neural network

A B S T R A C T

Multispectral and multimodal images are of important usage in the field of multi-source visual information
fusion. Due to the alternation or movement of image devices, the acquired multispectral and multimodal images
are usually misaligned, and hence image registration is pre-requisite. Different from the registration of common
images, the registration of multispectral or multimodal images is a challenging problem due to the nonlinear
variation of intensity and gradient. To cope with this challenge, we propose the phase congruency network
(PCNet) to enhance the structure similarity of multispectral or multimodal images. The images can then be
aligned using the similarity-enhanced feature maps produced by the network. PCNet is constructed under
the inspiration of the well-known phase congruency. The network embeds the phase congruency prior into
two simple trainable layers and series of modified learnable Gabor kernels. Thanks to the prior knowledge,
once trained, PCNet is applicable on a variety of multispectral and multimodal data such as flash/no-flash
and RGB/NIR images without additional further tuning. The prior also makes the network lightweight. The
trainable parameters of PCNet is 2400× and 1500×less than the deep-learning registration method deep
homography network (DHN) and unsupervised deep homography network (UDHN), while its registration
performance surpasses them. Experimental results validate that PCNet outperforms current state-of-the-art
conventional multimodal registration algorithms. Besides, PCNet can act as a complementary part of the deep-
learning registration methods, which significantly boosts their registration accuracy. On the Columbia imaging
and vision laboratory (CAVE) multispectral dataset, the percentage of the number of images under 1 pixel
average corner error (ACE) of UDHN is raised from 0.1% to 82.5% after the processing of PCNet.
. Introduction

Multispectral and multimodal images, such as RGB and near-infrared
NIR) images [1], flash/no-flash images [2], and multispectral band
mages [3,4], usually contain much richer information compared to
onventional RGB images. They are important data for multi-source
isual information fusion applications including pedestrian detection
nd re-identification [5–7], image fusion [8–10], and image denois-
ng/dehazing [11,12]. Pixel-level alignment of multispectral/
ultimodal images is a fundamental requirement for these tasks. Nev-

rtheless, multispectral/multimodal images are prone to be misaligned
ue to the alternation or movement of image devices [3,13]. Therefore,
egistering multispectral/multimodal images is the primary problem for
urther computer vision and computational photography tasks.
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The most intractable aspect of multispectral/multimodal image reg-
istration is the ubiquitous variation of intensity and gradient among
data from different sources [13,14]. To cope with the challenge, var-
ious image registration methods have been proposed. The registration
methods can be categorized into feature-based ones and intensity-based
ones [15]. Feature-based methods align images through feature detec-
tion, feature description, and transformation estimation [16]. Intensity-
based methods align images by finding the best correspondence maxi-
mizing (or minimizing) specific similarity measures between the two
input images [17]. Various similarity measures have been specially
developed for multispectral/multimodal images, however, they are
usually of complicated forms, making their optimization problematic
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and computationally expensive [18]. Another kind of intensity-based
method aims to enhance the structural similarity between images by
some transformations in advance and then register the transformed
images using common measures such as cross correlation [19], sum
of squared differences (SSD) [20], and sum of absolute differences
(SAD) [18]. These common measures can be solved efficiently and
effectively using concise optimizers such as classical gradient descent
or brute force matching.

In this work, we propose the phase congruency network (PCNet)
as a similarity enhancement method for multispectral/multimodal im-
age registration. PCNet is a trainable network constructed under the
guidance of phase congruency theory. Phase congruency theory [21,
22] is a method of feature perception in the images which is invari-
ant under illumination and contrast change. It has been employed
in several tasks including similarity assessment [23,24], feature de-
tection/extraction [25,26], image fusion [27,28], and image registra-
tion [29–31].

PCNet detects edge structures by estimating the phase congruency
of different scales of frequency components. The magnitude of the
output feature maps of PCNet merely depends on the congruency
of phase among different frequency scales. Therefore, the similarity
of the output features will be significantly enhanced in spite of the
nonlinear variation of intensity and gradient. According to our ex-
periments, PCNet outperforms state-of-the-art similarity enhancement
methods and feature-based methods. As a trainable architecture, PCNet
owns the advantage of the injection of the prior knowledge from the
phase congruency theory together with the registration framework. The
trainable parameters of PCNet is 2400× and 1500× less than the deep-
earning registration method deep homography network (DHN) [32]
nd unsupervised deep homography network (UDHN)1 [33], while the
egistration performance of PCNet surpasses them. What is more, PCNet
an act as a complementary part of the deep-learning registration meth-
ds such as DHN, multiscale homography network (MHN) [34] and
DHN [33], which can significantly boost their registration accuracy.
or example, the percentage of the number of images under 1 pixel
verage corner error (ACE) of UDHN is raised from 0.1% to 82.5% after
he processing of PCNet, on CAVE dataset. It is worth noting that as is
xplored in [34], a more combination of the CNN architectures cannot
uarantee such accuracy.

The multispectral/multimodal image registration procedure using
CNet is performed as follows. First, we build the phase congruency
rchitecture under the guidance of phase congruency theory, which
ontains 2 trainable layers. Second, we employ the modified learnable
abor kernels for multi-scale frequency component extraction, which

ignificantly reduce the difficulty of network training and improve
he generalization ability at the same time. Third, we introduce a
ormalized structural similarity loss for the no ground truth training
f PCNet. Finally, we present the image registration framework using
he image pyramid and gradient descent algorithm.

To summarize, the main contributions of this work are as follows:

• Based on phase congruency, we propose the phase congruency
network (PCNet) that can significantly improve the structural
similarity between images having nonlinear variation of intensity
and gradient. The network contains two parts, i.e., the phase
congruency architecture and modified learnable Gabor kernels.

• To cope with the problem that no ground truth exists for phase
congruency features, we design a normalized structural similarity
loss depicting the similarity between the output feature maps of
PCNet. The network can then be trained without the need of the
ground truth.

1 UDHN here denotes a designed network architecture, and is trained in the
upervised manner for fair comparison.
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• We show that thanks to the prior knowledge of phase congruency,
PCNet can be trained once on multispectral data but works effec-
tively on a wide range of multispectral/multimodal data. PCNet
can not only outperform state-of-the-art registration methods but
also works as a complementary part of the deep-learning methods
which significantly boost their registration accuracy.

2. Related work

The registration techniques for multispectral/multimodal images
can be coarsely categorized into intensity-based methods and feature-
based methods. In the following, we will present a brief review of
the similarity enhancement intensity-based methods. For more detailed
surveys on image registration, please refer to [16,35].

For intensity-based methods, we focus on the similarity enhance-
ment ones as they are generally more efficient and easy to optimize
compared to the conventional complicated multispectral/multimodal
measures such as mutual information (MI) [36], robust selective nor-
malized cross correlation (RSNCC) [13], and residual correlation ratio
(CR) [37].

Entropy image (EI) [20] obtains the consistent structure using the
Shannon entropy. EI adopts local histogram to compute the probability
of different intensity levels and then computes the entropy as the
enhanced structure.

Weber local descriptor (WLD) [38] detects local texture informa-
tion based on Weber’s law [39]. The law states that for the human
visual system, the perceived change in stimuli is proportional to the
initial stimuli. In [40], the differential excitation component of WLD is
employed for multimodal image registration.

Structure consistency boosting (SCB) transform [18] adopts the
statistical prior from natural images. The consistent inherent edge
structures are enhanced using a transform depicted by generalized
Gaussian distribution (GGD) with 3 trainable parameters.

Dense adaptive self-correlation (DASC) [41] descriptor is also a
similarity enhancement algorithm leveraging machine learning. The
algorithm is established based on the local self-similarity prior. The
similarity between patches in a local support window is computed
and encoded into a descriptor. The optimal sampling pattern for patch
similarity computation is learned using the support vector machine
(SVM).

Several feature-based methods have been proposed for register-
ing multispectral/multimodal images. Log-Gabor histogram descrip-
tor (LGHD) [42] and radiation-variation insensitive feature transform
(RIFT) [31] employ the log-Gabor filter to alleviate the nonlinear
variation of intensity and gradient. LGHD builds a histogram for the
filter response of each scale of the log-Gabor filter. The combined
histogram of different scales finally forms a descriptor. Different from
LGHD, RIFT does the summation over each scale of the log-Gabor filter
and then builds a maximum index map (MIM) by recording the channel
number of the maximum value through different orientations of the log-
Gabor filter responses. A histogram similar to Scale-invariant feature
transform (SIFT) [43] is established based on the MIM and is used
as the final descriptor. On the other hand, efficient feature matching
and position matching algorithm (MatchosNet) [44] employs a complex
deep convolutional neural network consisting of multiple dense con-
volutional blocks and cross stage partial networks to generate feature
descriptors that are robust under nonlinear variation of intensity and
gradient.

Recently, many deep-learning methods have been proposed to di-
rectly register the unaligned images. Deep homography network (DHN)
[32] adopts a VGG-style (the network architecture proposed by Vi-
sual Geometry Group) network [45] to directly predict the global
motion between the concatenated source and target images. Multiscale
homography network (MHN) [34] is then proposed to align image
pairs by cascading 3 levels of VGG-style networks, which significantly
improves the registration accuracy. Similarly, multiscale framework
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Fig. 1. The constructed grating and its corresponding profiles. (a) the grating
constructed using (1). (b) the corresponding profiles from (a).

with unsupervised learning (MU-Net) [46] registers the remote sensing
images with the stacked deep neural network models on multiple scales.
MU-Net is trained in an unsupervised manner under the loss function
constructed by channel feature of orientated gradient (CFOG) [47].
Another network based on ResNet-34 [48] is also proposed to align im-
ages with moving foregrounds, named unsupervised deep homography
network (UDHN) [33].

3. Phase congruency theory

In an image, edge features are perceived where the different scales
of wavelets meet maximum phase congruency. For better illustration,
we construct a grating in Fig. 1(a) using the series
∞
∑

𝑠=0

1
2𝑠 + 1

sin((2𝑠 + 1)𝑥 + 𝜙), (1)

where 𝑥 varies along the horizontal direction, and 𝜙 the vertical,
denoting the congruent phase shift. 𝑠 denotes the scale of the wavelet
series. Profiles of different phase shifts are drawn in Fig. 1(b). We
observe that the congruency of phase at every phase shift produces a
clearly perceived feature, namely the edge structure of an image.

Different practical ways for calculating phase congruency have been
proposed in [21,22,49,50], and a robust approach was introduced
in [22]. Concretely, the phase congruency feature is computed by
first convolving the image with a quadrature pair of wavelet filters at
each scale 𝑠. The wavelet filters contain the even-symmetric and odd-
symmetric parts. The frequency responses of the wavelet filters at each
scale are denoted by 𝑒𝑠(𝑥, 𝑦) for the even and 𝑜𝑠(𝑥, 𝑦) the odd. We can
then compute the amplitude of response at each scale

𝐴𝑠(𝑥, 𝑦) =
√

𝑒𝑠(𝑥, 𝑦)2 + 𝑜𝑠(𝑥, 𝑦)2, (2)

and the phase

𝜙𝑠(𝑥, 𝑦) = arctan(𝑜𝑠(𝑥, 𝑦)∕𝑒𝑠(𝑥, 𝑦)). (3)

Then the local energy can be computed as

𝐸(𝑥, 𝑦) =
√

(
∑

𝑠
𝑒𝑠(𝑥, 𝑦))2 + (

∑

𝑠
𝑜𝑠(𝑥, 𝑦))2, (4)

and its corresponding phase as

𝜙̄(𝑥, 𝑦) = arctan(
∑

𝑠
𝑜𝑠(𝑥, 𝑦)∕

∑

𝑠
𝑒𝑠(𝑥, 𝑦)). (5)

For clarity, we refer to the phase of multi-scale filter response as phase
(denoted by 𝜙𝑠(𝑥, 𝑦)), and the phase of local energy as mean phase
(denoted by 𝜙̄(𝑥, 𝑦)) in the following.

The phase congruency at pixel position (𝑥, 𝑦) is measured by the
ratio of the local energy and the accumulation over scales of the
202
amplitude of response

𝑃𝐶0(𝑥, 𝑦) =
𝐸(𝑥, 𝑦)

∑

𝑠 𝐴𝑠(𝑥, 𝑦) + 𝜉

=
∑

𝑠 𝐴𝑠(𝑥, 𝑦) cos(𝜙𝑠(𝑥, 𝑦) − 𝜙̄(𝑥, 𝑦))
∑

𝑠 𝐴𝑠(𝑥, 𝑦) + 𝜉
,

(6)

where 𝜉 is a small value that avoids division by zero. It is claimed that
the above phase deviation estimation calculation is prone to produce
blurry phase congruency features [22]. To endow the phase deviation
estimation with more ocular discriminability, a correction term is
added in. The phase congruency is then formulated as

𝑃𝐶1(𝑥, 𝑦) =
∑

𝑠 𝐴𝑠(cos(𝜙𝑠 − 𝜙̄) − | sin(𝜙𝑠 − 𝜙̄)|)
∑

𝑠 𝐴𝑠 + 𝜉
, (7)

where the pixel position (𝑥, 𝑦) is omitted for notation simplification.
The features extracted by the phase congruency procedure can

weaken the inconsistency of the original image edge. As a similarity
enhancement technique, phase congruency theory has been adopted
in many multispectral/multimodal image registration methods, such
as automatic registration of remote-sensing images (ARRSI) [29], his-
togram of orientated phase congruency (HOPC) [30], and the above-
mentioned RIFT [31]. ARRSI detects feature points and performs nor-
malized cross-correlation (NCC) [51] matching on the maximum mo-
ment map of phase congruency. HOPC combines the orientation and
the amplitude of phase congruency with the histograms of oriented
gradients (HOG) descriptor to construct a similarity enhanced fea-
ture descriptor. RIFT employs the maximum moment map of phase
congruency to conduct feature detection. Different from the above
registration methods that directly use the product of phase congruency
computation [22], PCNet intends to achieve the implementation of the
phase congruency theory from a completely new perspective, which
is a learnable manner that can be trained to be more suitable for the
desired task. The concept of implementing the phase congruency theory
in a learnable manner is novel and might be further adopted into other
phase-congruency-based methods such as [30,31,52–55].

4. Phase congruency network for structural similarity enhance-
ment

For multispectral and multimodal images, the phase congruency
procedure can enhance structure consistency regardless of the nonlin-
ear variation of image intensity and gradient. However, the present
phase congruency procedure is oversensitive to image noise and fake
edges. To produce satisfactory similarity enhancement results, we pro-
posed the phase congruency network (PCNet).

Our PCNet is constructed based on phase congruency [22]. Several
modification strategies are put forward for network construction. Fig. 2
depicts the schematic diagram of PCNet. The input images are first
convoluted by the modified learnable Gabor kernels and then fed into
the phase congruency architecture. The similarity enhanced structure
outputs are finally produced by PCNet. Note that Fig. 2 illustrates the
inference stage of PCNet, in which the two input images are not aligned.
For the training stage please kindly refer to Fig. 8. The modified
learnable Gabor kernels consist of the learnable convolutional kernels
and the fixed Gabor wavelets. The Gabor wavelets contain quadrature
pairs of wavelets, and are steerable and scalable, satisfying the phase
congruency theory. The phase congruency architecture is constructed
based on the aforementioned theory with two trainable layers, namely
noise estimation layer and modified phase deviation estimation layer.
We will describe the details of PCNet below.

We first reformulate (7) into a more compact form for tensor
manipulation,

𝐏 = (
∑

𝑠
𝐀𝑠◦𝛥Φ𝑠)⊘ (

∑

𝑠
𝐀𝑠 + 𝜉 ⋅ 𝟏), (8)

where ⊘ denotes pointwise division or Hadamard division [56]. 𝟏 ∈
R𝐻×𝑊 is an all-ones matrix. 𝜉 ⋅ 𝟏 prevents the numerator from being
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Fig. 2. The schematic diagram of phase congruency network (PCNet). The network is constructed based the phase congruency. Two trainable layers (noise estimation layer and
modified phase deviation estimation layer) are learnable parts of the phase congruency architecture. The modified learnable Gabor kernels are employed as the quadrature wavelet
bank satisfying phase congruency theory. The input RGB and NIR images are processed by PCNet and then transformed into similarity-enhanced feature maps. The feature maps
are then fed into the hierarchical registration module. Note that, for illustration, the diagram shows the phase congruency architecture within one orientation, and shows the
similarity enhancement in the inference stage.
divided by zero and will be omitted in the following. 𝐏 ∈ R𝐻×𝑊 ,
𝐀𝑠 ∈ R𝐻×𝑊 ×𝑆 , and 𝛥Φ𝑠 ∈ R𝐻×𝑊 ×𝑆 , with 𝑆 being the amount of filter
scales. 𝛥Φ𝑠 indicates the phase deviation estimation layer, defined as

𝛥Φ𝑠 = cos(Φ𝑠 − Φ̄) − | sin(Φ𝑠 − Φ̄)|, (9)

where Φ𝑠 denotes the phase map and Φ̄ the mean phase map.
To obtain satisfactory similarity enhancement results for image

registration, two trainable layers are proposed and then combined into
PCNet.

4.1. Noise estimation layer

The computation of phase congruency leveraging (8) is sensitive to
noise because in the natural image noise forms small edges. Hence, the
noise should be estimated and eliminated before computing the phase
congruency. As illustrated previously, the local energy is the square
root of two independent random variables, each following a standard
normal distribution. Thus the noise of the local energy will have a
Rayleigh distribution. We denote 𝐌R as the mean of the Rayleigh
distribution as

𝐌R =
√

𝜋
2
⋅ 𝐕G, (10)

and 𝐕R as the variance of the Rayleigh distribution as

𝐕R =
√

4 − 𝜋
2

⋅ 𝐕G. (11)

The Rayleigh noise map can then be estimated as

𝐓 = 𝐌R + 𝐕R. (12)

𝐕G in (10) and (11) denotes the variance of the end position of the
local energy vector, which is estimated as

𝐕G = 𝜏 ⋅ (𝟏 − (𝟏∕𝛼)◦𝑁𝑠 )⊘ (𝟏 − 𝟏∕𝛼 + 𝜉 ⋅ 𝟏), (13)

where 𝑁𝑠 denotes the number of the frequency scales and ◦ denotes the
pointwise power or Hadamard root [57]. 𝜏 can be directly estimated
from the local energy. Note that the original 𝛼 here is defined as the
scaling factor between successive filters, but in this work, we make
it a trainable unit as it directly controls the overall noise threshold.
Parameter 𝛼 will be updated by the gradient flow in the training stage,
making the Rayleigh noise map into the noise estimation layer of our
PCNet.

Once having the threshold produced by the noise estimation layer,
the noise can be removed by soft thresholding

𝑓 (𝑚) =

{

𝑚 − 𝑡 if 𝑚 > 𝑡
, (14)
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0 if 𝑚 ≤ 𝑡
where 𝑡 denotes the estimated threshold. For our PCNet, the soft thresh-
olding operation can be perfectly modified into the rectified linear
units [58], namely the ReLU activation function, which can then be
formulated as

𝐏 = ReLU(
∑

𝑠
𝐀𝑠◦𝛥Φ𝑠 − 𝐓)⊘

∑

𝑠
𝐀𝑠. (15)

4.2. Modified phase deviation estimation layer

The original phase deviation estimation layer according to [22] is
formed by (9). The added correction term can make the output phase
congruency features visually thinner. However, it is not clear that oc-
ular discriminability is beneficial to structure similarity enhancement.
Hence, we employ a trainable term 𝛽 in the phase deviation estimation
layer, yielding the modified phase deviation estimation layer

𝛥Φ′
𝑠 = cos(Φ𝑠 − Φ̄) − 𝛽 ⋅ | sin(Φ𝑠 − Φ̄)|. (16)

By adopting the above trainable layers, our PCNet has the mathe-
matical form
𝐏(𝛼, 𝛽) = ReLU(

∑

𝑠
𝐀𝑠◦𝛥Φ

′
𝑠 − 𝐓)⊘

∑

𝑠
𝐀𝑠. (17)

With the assistance of phase congruency, we have constructed a net-
work architecture with trainable units. However, we still need a proper
set of wavelet filters for multi-scale frequency component extraction.

4.3. Modified multi-scale learnable gabor kernels

It is a straightforward idea to construct a series of convolutional
kernels for multi-scale frequency component extraction. However, there
are no ground truth phase congruency feature maps for network train-
ing, and hence it is difficult to train the convolutional kernels without
regularization. Furthermore, the large-scale frequency components of
phase congruency generally require relatively huge convolutional ker-
nel sizes (e.g. a kernel size of 25 × 25), which also increases the
difficulty of kernel training.

Considering the above issues, we adopt modified multi-scale learn-
able Gabor kernels as part of the network architecture for multi-scale
frequency component extraction. As illustrated in Fig. 3, the Gabor
wavelets are steerable and scalable filters, which is created by Dennis
Gabor [59]. It is claimed that simple cells in the visual cortex of
mammalian brains can be modeled by the Gabor functions [60], thus
the Gabor wavelets are thought to be similar to the perception of the
human visual system. What is more, it has been shown that the shallow
layers of image-trained convolutional neural networks (CNNs) tend to
learn filters resembling Gabor filters [61]. Gabor filters are composed
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Fig. 3. Examples of the steerable and scalable Gabor wavelets.

Fig. 4. Illustration of the learnable Gabor filters.

of a pairwise bank of multi-scale quadrature wavelets, which perfectly
satisfies the requirement of the phase congruency theory. The Gabor
wavelets are defined as

𝐺𝑢,𝑣(𝐳) =
‖𝐤𝑢,𝑣‖2

𝜎2
e
(

−‖𝐤𝑢,𝑣‖2‖𝐳‖2∕2𝜎2
)

(

e𝑖𝐤
𝖳
𝑢,𝑣𝐳 − e−𝜎2∕2

)

. (18)

The Gabor filters are made learnable by making pointwise pro-
duction with the learnable convolutional kernels having the same
size [61] as illustrated in Fig. 4. The original purpose of introducing
Gabor wavelets into CNN architecture in [61] is to guide the learnable
convolutional kernels with directional information, which lightens the
image classification deep networks and improves classification perfor-
mance. On the contrary, in our work, the modulation provides the CNN
layer with more constraints, which significantly reduces the difficulty
of network training. It is worth noting that compared to [61], our
modified learnable Gabor kernels are markedly different in 3 aspects:

• We employ the full parts (even-symmetric and odd-symmetric)
of Gabor wavelets in accordance with the phase congruency
theory, while [61] only uses the even-symmetric part to guide the
direction of convolutional kernels for the classification purpose.

• We achieve the multi-scale convolution by directly enlarging the
size of kernels at different scales, which perfectly matches the
requirement of phase congruency theory, whereas [61] resizes the
input features using the max-pooling operation.

• Considering that the Gabor filters have the drawback of being
over-sensitive to the direct current (DC) component of the signal,
we modify the Gabor wavelets by subtracting their corresponding
averages.

To illustrate the effectiveness of the modified Gabor filters, we draw
the filter responses together with the phase congruency outputs for the
original Gabor filters and the modified ones in Fig. 5. It is observed
that without the modification, the filter has an obvious response for
the DC components of the image. As a result, the corresponding phase
congruency output is also sensitive to the DC component. On the
contrary, our modified Gabor filters significantly alleviate this problem.

For each orientation of the modified learnable Gabor kernels, the
phase congruency architecture adopts the corresponding filter outputs
and produces a channel of the phase congruency map. At last, chan-
nels of map form multi-channel phase congruency feature maps. The
dimension of the features is determined by the orientation number of
the modified learnable Gabor kernels. By denoting 𝑜 as the orientation,
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Fig. 5. The filter responses together with the phase congruency outputs for (b) the
original Gabor filters and (c) the modified Gabor filters. The red boxes highlight the
areas for detailed comparison.

the calculation of our PCNet is finally formulated as

𝐏𝑜(𝛼, 𝛽,𝑊 ) = ReLU(
∑

𝑠
𝐀𝑠,𝑜◦𝛥Φ

′
𝑠,𝑜 − 𝐓𝑜)⊘

∑

𝑠
𝐀𝑠,𝑜, (19)

where 𝑊 denotes the trainable parameters in the modified learnable
Gabor kernels.

4.4. Normalized structural similarity loss for no ground truth network
training

Our PCNet can be trained by the stochastic gradient descent (SGD)
algorithm using a proper loss function. However, as previously men-
tioned, the ground truth phase congruency feature maps do not exist for
network training. In this work, we employ a loss function that directly
compares the pairwise similarity of the output phase congruency fea-
ture maps of two input multispectral or multimodal images. In this way,
a no ground truth learning framework is established, which perfectly
matches our requirement of enhancing the structural similarity of the
input images.

The network is trained using the siamese strategy. Let 𝐼1 and 𝐼2 be
two original band images, 𝐏1 and 𝐏2 be the outputs after applying our
PCNet. Considering that the phase congruency features produced by
PCNet are similar to edge structures, we employ structural similarity
index measure (SSIM) [62] to measure the similarity of 𝐏1 and 𝐏2,

𝐿 = 1 −
∑

𝑜
SSIM(𝐏1,𝑜,𝐏2,𝑜)∕𝑁𝑜. (20)

Here comes a problem that the above loss function tends to produce
an ambiguous guide for the network training. For example, a pair of
outputs with all 0 intensity will produce a minimized loss function
with 0 value. Consequently, the structural content of the image will
be exterminated and the registration procedure will fail. To cope with
this problem, we adopt the gradient of an image to protect its structural
information, yielding the modified loss function

𝐿 =
1 −

∑

𝑜 SSIM(𝐏1,𝑜,𝐏2,𝑜)∕𝑁𝑜

|

∑

𝑙
∑

𝑜(‖∇𝑙𝐏1,𝑜‖1 + ‖∇𝑙𝐏2,𝑜‖1)∕𝑁𝑜|
𝑐 , (21)

where the operator ∇𝑙, 𝑙 ∈ {𝑥, 𝑦}, represents the gradient computation
along the horizontal and vertical directions. 𝑐 is the structure pro-
tection parameter that balances the degree of similarity enhancement
and structure protection. The networks can be trained using the SGD
algorithm.

4.5. Hierarchical registration framework

We adopt a hierarchical intensity-based framework to accomplish
the image registration, which optimizes a predefined similarity measure
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with reference to the parametric or non-parametric transformations.
In this work, we employ the parametric affine transformation model
that can handle image deformation such as rotation, scaling, trans-
lation, shearing and any combinations of them [63]. The model has
been widely adopted for multispectral and multimodal image registra-
tion [14,64], which is formulated by
(

𝑢
𝑣

)

=
(

𝑥 𝑦 1 0 0 0
0 0 0 𝑥 𝑦 1

)

𝐚, (22)

where 𝑝 = (𝑥, 𝑦)𝖳 and 𝑝̃ = (𝑢, 𝑣)𝖳 denote, respectively, the pixel coor-
dinates before and after affine transformation, and 𝐚 = (𝑎1, 𝑎2, 𝑎3, 𝑎4,
𝑎5, 𝑎6)𝖳 denotes the affine transformation parameters, which are opti-
mized in the framework.

As for the similarity measure, we use the sum of squared differ-
ences (SSD). SSD is efficient and easy to optimize, but sensitive to
inconsistencies in image brightness in multispectral/multimodal im-
ages. Fortunately, the inconsistency of the input images is significantly
weakened by our proposed PCNet, which makes efficient and effective
registration using SSD possible. The SSD measure is formulated as

𝐽 (𝐚) =
∑

𝑝∈𝛺(𝐚)
(𝐹R(𝑝) − 𝐹F(𝑝, 𝐚))2, (23)

where 𝐹R and 𝐹F denote the reference and floating feature maps, and
𝛺(𝐚) denotes the meaningful overlapping area of the warped 𝐼𝐹 . And
hence the objective function of the optimization framework is

𝐚̂ = argmin
𝐚

𝐽 (𝐚), (24)

where 𝐚̂ denotes the final optimal affine parameters. We note that
for the feature map produced by PCNet with multiple channels, SSD
is computed on all the channels and then summed, which can be
formulated as

𝐽PCNet (𝐚) =
∑

𝑜

∑

𝑝∈𝛺(𝐚)
(𝐏𝑜,R(𝑝) − 𝐏𝑜,F(𝑝, 𝐚))2. (25)

To obtain the optimal registration parameters 𝐚̂, we employ the
hierarchical registration based on the Gaussian pyramid, which is
illustrated in Fig. 6. The feature maps from PCNet are continually
downsampled by a scale factor of 𝑠 with Gaussian blur until the spatial
size of the feature map reaches a threshold. The feature pyramid of 𝑁
scales is then constructed. In the optimization stage, the constructed
feature pyramid works from the bottom to the top, which is also called
the coarse-to-fine manner. The affine parameters are first initialized as
𝐚0 = (1, 0, 0, 0, 1, 0)𝖳, and then updated in feature level 𝑙1 to produce
𝐚1. 𝐚1 is then transferred by multiplying the scale factor 𝑠 into the
translation components to facilitate the parameter update in the next
level 𝑙2. The interleaved transfer (initialization)-update process works
successively on each level of the feature pyramid until the final level
𝑙𝑁 , and produces the final estimated 𝐚̂ = 𝐚𝑁 . In our implementation, we
empirically set the scale factor 𝑠 = 2, and the threshold of the spatial
size as 16 × 16.

In each feature level, the registration parameters are updated using
the gradient descent optimization

𝐚𝑡+1 = 𝐚𝑡 − 𝜂∇𝐚𝐽 (𝐹R, 𝐹F, 𝐚𝑡), (26)

where 𝜂 denotes the step size, 𝑡 the iteration number during the
optimization, and ∇𝐚𝐽 (𝐹R, 𝐹F, 𝐚𝑡) the gradient of (23) with respect to
𝐚𝑡. The iteration stops when it either reaches the maximum iteration
number of each level 𝑇𝑛 or the update components are smaller than a
threshold 𝜖 = 0.0000000001. We set 𝜂 in each level as 0.75∕max(𝐻𝑛,𝑊𝑛),
where 𝐻𝑛 and 𝑊𝑛 denote the spatial size of the feature map. And we
set the initial maximum iteration number of level 𝑙1 as 𝑇1 = 500, which
is decreased by half for efficiency every time the optimization gets into
the next feature level.

We note that the above details together with the hierarchical image
registration framework are the same for all the experiments for PCNet
and the compared similarity enhancement methods, which guarantees
fair evaluation and comparison.
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Fig. 6. The hierarchical registration process leveraging Gaussian pyramid and output
feature maps from PCNet.

4.6. Discussion about the difference of loss function for PCNet and objective
function for iterative registration

The process that producing phase congruency feature maps using
PCNet can be roughly viewed as an image-to-image translation task,
and hence point-wise supervision like SSD is unable to describe the sim-
ilarity of the output feature maps. For example, as illustrated in [62],
SSD (namely MSE in [62]) cannot depict image inconsistency under
JPEG compression, blur, and salt–pepper impulsive noise contamina-
tion, etc. On the contrary, SSIM is composed of the patch-wise similarity
description of the image luminance, contrast, and structure. The patch-
wise similarities are then averaged to produce the description of the
whole image, producing a more powerful measure. [65] also reveals
the fact that using multiscale SSIM loss to depict the similarity of the
CNN restored image and ground truth image performs a lot better than
SSD (namely 𝓁2 in [65]). As for the objective function for iterative
registration, the problem comes into a totally opposite way. We employ
SSD for image registration because it is robust under the image distor-
tions such as blur and noise. SSD also owns the advantage in efficiency
because it is calculated in a point-wise way. The detailed comparison of
registration accuracy using different loss functions for PCNet is shown
in Section 5.1.

5. Experiments

Our PCNet is trained once on a subset of the CAVE [3] multi-
spectral dataset, and evaluated on various multispectral/multimodal
datasets including the CAVE and Harvard [4] multispectral band image
datasets, visible/near-infrared (RGB/NIR) [1] pairwise multispectral
image dataset, and flash/no-flash [2] dataset. The training subset for
our PCNet is not included in the performance evaluation. We illustrate
the above-mentioned datasets in Figs. 9 and 12. The scenes employed
for further illustration are marked with S1 ∼ S7.

The registration performance of our PCNet is compared with other
state-of-the-art similarity enhancement algorithms including entropy
image (EI) [20], WLD [38], and structure consistency boosting (SCB)
transform [18]. The same aforementioned hierarchical registration
strategy is employed for all the above similarity enhancement al-
gorithms. We also compare our registration framework using PC-
Net with state-of-the-art feature-based multispectral/multimodal meth-
ods including log-Gabor histogram descriptor (LGHD) [42], radiation-
variation insensitive feature transform (RIFT) [31], and dense adaptive
self-correlation (DASC) descriptor [41]. As DASC produces dense 128-
channel output similarity enhancement feature maps, we employ the
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registration strategy provided by its public source code2, which regis-
ters the feature maps using SIFT flow [66]. The output flow is then
fed into the estimateGeometricTransform [67] function in Matlab,
producing the affine registration result for a fair comparison. The affine
transformation of LGHD and RIFT is also obtained by the estimate-
GeometricTransform function. For a better comparison, we adopt the
registration error as the average Euclidean error (AEE) [14,18] between
the pixel positions computed by the ground truth transformation 𝐚gt
nd the estimated transformation 𝐚̂,

𝑒1 =
1
𝑀

𝑀
∑

𝑝=1
‖𝑝̃(𝑝, 𝐚gt) − 𝑝̃(𝑝, 𝐚̂)‖2, (27)

where 𝑀 indicates the number of pixels of an image, and 𝑝̃ the warped
pixel position by applying the transformation 𝐚 on pixel 𝑝.

For an extensive evaluation, we keep the reference image fixed and
warp the floating image with the completely random affine transfor-
mations with the largest rotation up to 30◦, scale up to 1.3, shearing
up to 0.3, and center point translation up to 40 pixels. The process of
random transformation is repeated 3 times for a data set to enlarge
the test sample. In the comparison with the above methods, the above
deformations are evaluated on 256 × 256 images if not otherwise
specified.

We further conduct a comparison of our registration framework
with the deep-learning registration methods including DHN [32], MHN
[34], and UDHN [33]. We also investigate the performance improve-
ment by combining our PCNet with the above deep-learning methods as
in [68]. As the deep-learning networks are constructed to produce the
displacement of the corner points of an image, the average corner error
(ACE) [32] is used to conduct the registration performance comparison.
ACE is formulated as

𝑒2 =
1
4

4
∑

𝑝=1
‖𝑝̃(𝑝, 𝐚gt) − 𝑝̃(𝑝, 𝐚̂)‖2, (28)

where the main difference compared to AEE is the error is only calcu-
lated on the 4 corner points of an image instead of all points. The size
of the image to be registered is reduced to 128 × 128 following the
esign of the deep-learning networks. The translation parameters of the
imulated transformation are reduced in proportion simultaneously.

We employ two ways to display the registration error. The first one
s the table including the mean, median, trimean,3 and the mean of
he errors below 25th, 50th, 75th, and 95th percentiles (denoted by
est25%, best50%, best75%, and best95%) within a dataset as in [18].
nother one is the figure that plots the fraction of the number of images
ith respect to the registration error as in [34].

In the following, we first discuss some issues of our PCNet, including
he training details and the hyperparameter settings. We then compare
ur PCNet with the original phase congruency algorithm. Next, we com-
are our PCNet with the aforementioned registration methods including
he conventional ones and deep-learning ones. We also analyze the
umber of parameters of our PCNet and other deep-learning methods,
ogether with the performance improvement by combining our PCNet
ith them. Finally, we conduct an ablation study of our PCNet.

.1. Training details and hyperparameter setting

Our PCNet is trained by a subset of the CAVE [3] dataset. The
ataset consists of 32 multispectral image scenes, with each including
1 band images ranging from 400 to 700 nm. Example images from
he CAVE dataset are displayed in Fig. 7(a). The first 10 scenes in
lphabetical order are taken as the training data and the rest as test
ata. Specifically, we randomly crop several pairs of patches with

2 https://seungryong.github.io/DASC/
3 trimean = 𝑄1+2𝑄2+𝑄3

4
, where 𝑄1, 𝑄2, and 𝑄3 denotes the 1st, 2nd, and 3rd

quartiles.
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Table 1
Error statistics produced by training PCNet using the switched loss functions based on
SSD, SAD, and SSIM on the CAVE dataset. For brevity, bestN% is denoted as B.N%,
median as Med., and trimean as Tri. The best indicators are in bold.

Loss Mean Med. Tri. B.25% B.50% B.75% B.95%

SSIM 13.33 0.31 7.67 0.07 0.14 2.72 10.98
SSD 19.26 3.52 11.74 0.09 0.29 9.26 17.15
SAD 17.77 0.62 9.92 0.09 0.19 7.43 15.59

Table 2
Error statistics produced by image registration using PCNet with various degrees of
protection parameter for the structural information on the CAVE dataset. For brevity,
bestN% is denoted as B.N%, median as Med., and trimean as Tri. The best indicators
are in bold.
𝑐 Mean Med. Tri. B.25% B.50% B.75% B.95%

0.6 13.24 0.35 7.80 0.08 0.16 2.58 10.88
0.7 13.33 0.31 7.67 0.07 0.14 2.72 10.98
0.8 13.48 0.33 7.73 0.07 0.14 2.92 11.14

the size of 200 × 200 for network training. The patches are fed
into the network in pair and random order, with data augmentation
(brightness, contrast, and saturation adjustment). The training process
of PCNet is illustrated in Fig. 8. The input pairwise patches are fed
into two identical PCNets of shared weights, and then the normalized
structural similarity of output features are evaluated using the training
loss Eq. (21). The weights of PCNet are updated by the gradient flow
produced by the SGD optimizer. Note that our PCNet can be regarded
as fully convolutional, which means that the network to work on any
size of input image regardless of the patch size for the network training.

We set the scales for the phase congruency estimation as 4, with
the scaling factor between successive filters being 2. For the 4 scales
of the modified learnable Gabor kernels, the sizes of the learnable
convolutional kernels are set as 7 × 7, 13 × 13, 19 × 19, and 25 × 25.
It is worth noting that although the above learnable kernels seem
to be overly large for common CNNs, they function well under the
regularization of Gabor wavelets. The modified learnable Gabor kernels
are set to stride 1. For the two trainable layers, we set the initial value
of 𝛼 = 2 as it is originally defined as the scaling factor, and we set
𝛽 = 1. As for other training details, we adopt the SGD optimizer with an
initial learning rate of 0.01 and weight decay of 0.00003. The network
training finishes after 25 epochs with a batch size of 100.

We compare the registration performance by training PCNet using
the switched loss functions based on sum of the squared differences
(SSD), sum of the absolute differences (SAD), and structural similarity
index measure (SSIM). The gradient term for SSD is set to be quadratic
and SAD absolute value. We note that all other settings are kept the
same except the loss functions. The error statistics are illustrated in
Table 1. It is observed that SSIM based loss indeed performs better.

We then evaluate two hyperparameters of PCNet, which are the
structure protection parameter 𝑐 in (21) and the orientation number
of the modified learnable Gabor kernels 𝑁𝑜 in (19). We evaluate the
effect of both parameters in terms of registration accuracy. For the
test data of CAVE, we take the 16th band image (i.e. 550 nm) in each
scene as the reference image and generate floating images by imposing
the aforementioned simulated deformations to all band images. In this
manner, we get 2046 image pairs for registration experiments.

As elaborated previously, hyperparameter 𝑐 controls the degree
of protection for the structural information, and a larger 𝑐 means
better protection. Nevertheless, if 𝑐 grows too large, the similarity
of the output phase congruency features will be violated. Table 2
lists the error statistics of our PCNet under various hyperparameter 𝑐.
We can observe that the table supports the above principle. The best
registration performance is obtained at 𝑐 = 0.7.

The hyperparameter 𝑁𝑜 controls the orientation number of the
modified learnable Gabor kernels, and thus determines the channel

of the output feature maps. Smaller 𝑁𝑜 can reduce channel number,

https://seungryong.github.io/DASC/
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Fig. 7. Example multispectral images in the visible spectrum (displayed in RGB) from the (a) CAVE and (b) Harvard datasets. The scenes to be used for illustration are marked
with S1, S4, and S5.
Fig. 8. The training process of PCNet. The aligned training patches are fed into two identical PCNets of shared weights. The output feature maps of PCNet are evaluated by the
training loss, namely Eq. (21). The weights of PCNet are updated by the gradient flow produced by the stochastic gradient descent (SGD) optimizer.
Table 3
Error statistics produced by image registration using PCNet with various numbers of
orientation of the modified learnable Gabor kernels on the CAVE dataset. For brevity,
bestN% is denoted as B.N%, median as Med., and trimean as Tri. The best indicators
are in bold.
𝑁𝑜 Mean Med. Tri. B.25% B.50% B.75% B.95%

3 13.93 0.35 8.45 0.08 0.16 3.15 11.59
6 13.33 0.31 7.67 0.07 0.14 2.72 10.98
9 13.05 0.31 7.60 0.07 0.14 2.46 10.70

which can improve the efficiency of image registration with the side
effect of worse accuracy. On the contrary, larger 𝑁𝑜 is likely to produce
better registration performance but the registration efficiency will be
sacrificed. Table 3 lists the average errors of our PCNet under various
hyperparameter 𝑁𝑜. It is observed that the best registration perfor-
mance can be achieved at 𝑁𝑜 = 9. However, the improvement of
the registration accuracy from 𝑁𝑜 = 6 to 𝑁𝑜 = 9 is not significant
compared to the cost in computation. Therefore, we set the channel
number 𝑁𝑜 = 6.

5.2. Comparison with conventional phase congruency algorithm

Thanks to the modification strategy, our PCNet can achieve bet-
ter registration performance than the conventional phase congruency
207
algorithm. We conduct similar registration experiments on the CAVE
dataset as in Section 5.1. To conduct an exhaustive comparison for both
algorithms, we evaluate their registration performance with various
orientation number. We note that, a fewer feature channel means
higher registration efficiency in the registration step.

We list the error statistics for both algorithms of orientation number
𝑁𝑜 = 1, 𝑁𝑜 = 2, 𝑁𝑜 = 6 and 𝑁𝑜 = 9 in Table 4. The 𝑁𝑜 = 1 PCNet and
PC-org is obtained by the summation of the 2 orientations of 𝑁𝑜 = 2
as it produces better results for both methods. The conventional phase
congruency algorithm is denoted as PC-org. We can observe that within
all feature channels, our PCNet produces considerably better results
than PC-org. Furthermore, our PCNet with 2 channels could achieve
higher registration accuracy than the PC-org with 9 channels, which
means 4.5× improvement of computational efficiency in the registration
step. Another interesting phenomenon occurs when we focus on the
Best25% and Best95% statistics. For our PCNet, the Best25% and
Best95% decrease as 𝑁𝑜 increases, which means the overall accuracy
improvement. On the contrary, the Best25% of PC-org increases as 𝑁𝑜
increases, which means the loss of accuracy.

5.3. Results on multispectral band images

We evaluate our PCNet with other registration algorithms including
EI [15], WLD [38], SCB [18], DASC [41], LGHD [42], RIFT [31] on
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Table 4
Error statistics produced by image registration using PCNet and PC-org with various numbers of orientation of filters on the CAVE dataset. For
brevity, bestN% is denoted as B.N%, median as Med., and trimean as Tri. The best indicators are in bold. Note that B.50% is omitted for a
better article layout.
𝑁𝑜 PCNet PC-org

Mean Med. Tri. B.25% B.75% B.95% Mean Med. Tri. B.25% B.75% B.95%

1 15.66 0.48 8.95 0.10 5.10 13.39 19.98 0.60 10.83 0.07 7.92 17.26
2 13.51 0.35 7.90 0.08 2.90 11.16 19.72 0.54 10.79 0.06 7.66 17.01
6 13.33 0.31 7.67 0.07 2.72 10.98 14.96 0.34 8.73 0.07 2.94 12.16
9 13.05 0.31 7.60 0.07 2.46 10.70 14.16 0.37 8.29 0.09 2.29 11.37
Fig. 9. Registration evaluation on CAVE and Harvard datasets using PCNet and other registration algorithms. The fraction of the number of images within a dataset is plotted
with respect to AEE.
the CAVE [3] and Harvard [4] datasets. The Harvard dataset contains
77 multispectral images of real-world scenes, each with 31 spectral
bands ranging from 420 to 720 nm. The sample images are displayed
in Fig. 7(b). Similar to the experiment setting for the CAVE dataset,
we again take the 16th band image (i.e., 570 nm) of each Harvard
scene as the reference image, and generate the floating images by
imposing the simulated transformations. In this way, we conduct 2046
image pairs for image registration experiments on the CAVE dataset
and 7176 image pairs on the Harvard dataset. We denote the 6
orientation version PCNet as PCNet, the 2 orientation version as PCNet-
C2, and 1 orientation version as PCNet-C1. PCNet and PCNet-C2 are
trained separately, and PCNet-C1 is obtained by the summation of the
2 orientations of PCNet-C2. For a better investigation of PCNet, if not
specifically mentioned, we display the registration results of all the
above versions of PCNet. We note that a fewer orientation number
means a higher registration efficiency.

We plot the fraction of the number of images with respect to AEE
within CAVE and Harvard datasets in Fig. 9. It is observed that all ver-
sions of PCNet enjoys the best registration performance on CAVE and
Harvard dataset for most of the time, except for the slight performance
degradation compared to SCB when AEE is lower than 0.2 pixels. As
for other competitors, SCB and EI perform relatively better than WLD.
As for the feature-based methods, they produce a considerable amount
of registration AEE lower than 10 pixels. However, their registration
result is not as accurate as PCNet.

To better investigate the registration performance, we further illus-
trate the registration results at different degrees of angular rotation
and center point translation on CAVE and Harvard datasets in Fig. 10.
We define small deformation as the angle of rotation ranges from
0 to 10◦, and distance of translation ranges from 0 to 20 pixels;
middle deformation as the angle of rotation ranges from 10 to 20◦,
and distance of translation ranges from 10 to 30 pixels; large
deformation as the angle of rotation ranges from 20 to 30◦, and
distance of translation ranges from 20 to 40 pixels. It is observed
that PCNet keeps producing the best registration performance under all
degrees of deformation, with PCNet-C1 and PCNet-C2 outperforming
other competitors in most cases. Most of the competitors can produce
promising registration results under small deformation, while they en-
counter severe performance degradation as the degree of deformation
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grows. On the contrary, the advantage of PCNet over other methods
becomes more obvious as the deformation becomes larger.

We further demonstrate the similarity enhanced outputs together
with the corresponding SSD plots for all the similarity enhancement
methods in Fig. 11. It is observed that the similarity enhanced outputs
for EI have significant differences, which results in the SSD plot failing
to indicate the best registration position. The similarity enhanced out-
puts of WLD and SCB are of weak consistency, and hence their SSD plots
give weak guidance for the best registration position. In comparison,
PCNet produces consistent similarity enhancement outputs, and its SSD
plot is of a larger capture range and stronger minimum peak than any
other algorithms.

5.4. Results on flash/no-flash and RGB/nir image pairs

We further evaluate our PCNet together with other registration
methods on flash/no-flash and RGB/NIR datasets. The flash/no-flash
dataset [2] includes 120 indoor and outdoor image pairs. The RGB/NIR
dataset [1] contains 256 RGB/NIR image pairs of various categories
of scenes. The example images from the above datasets are displayed
in Fig. 12. For the flash/no-flash dataset, we set the flash image as
the reference image and no-flash as the floating one. For the RGB/NIR
dataset, we set the RGB image as the reference image and NIR as the
floating one. The deformations imposed on the floating images are the
same as in previous experiments. Totally we conduct 360 experiments
on the flash/no-flash dataset and 768 experiments on the RGB/NIR
dataset. It is worth noting that though our PCNet is trained on a subset
of CAVE multispectral band data, experimental results show that it
performs well on flash/no-flash and RGB/NIR datasets without any
retraining.

We draw the fraction of the number of images with respect to AEE
within flash/no-flash and RGB/NIR datasets in Fig. 13. It is observed
that all versions of PCNet outperform other competitors without any
retraining, which means a superior generalization ability for different
image data. As for other competitors, they produce similar performance
as in the previous Section 5.3.

Fig. 14 displays the registration results of scenes S2 and S3 produced
by PCNet and other registration algorithms. The registration results
are illustrated by overlapping the reference image and the registered
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Fig. 10. Registration evaluation under small, middle, and large degree of transformations on CAVE and Harvard datasets using PCNet and other registration algorithms. The
fraction of the number of images within a dataset is plotted with respect to AEE.
Fig. 11. Comparison of our PCNet and other similarity enhancement algorithms on scene S1. First row: the original and transformed reference images. Second row: the original
and transformed floating images. Third row: the SSD distributions with respect to the horizontal translation from −30 to 30 pixels.
floating image and then displaying them in false color. It is observed
that for both scenes, only PCNet produces registration results stably and
accurately. It is worth noting that LGHD and RIFT generally produce
roughly right registration results yet lack precision.

5.5. Comparison with deep-learning registration methods

In this subsection, we compare our PCNet with 4 state-of-the-art reg-
istration algorithms using deep CNNs, including DHN [32], MHN [34],
UDHN [33]. The above networks are trained on the first 10 scenes
in alphabetic order of the CAVE dataset and evaluated on the rest of
the dataset, which is denoted as CAVE-CAVE. We then evaluate all
the above methods on RGB/NIR dataset without retraining, which is
denoted as CAVE-RGB/NIR, to compare their generalization ability.
We note that our PCNet is only trained once on the first 10 scenes in
alphabetic order of the CAVE dataset for a fair comparison.

We draw the fraction of the number of images with respect to ACE
within CAVE and RGB/NIR datasets in Fig. 15. It is observed that in
the CAVE-CAVE evaluation in Fig. 15(a) that all versions of PCNet
outperform DHN and UDHN, but are surpassed by MHN when ACE is
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larger than around 2 pixels. The strong learning ability of deep neural
networks contributes to the outstanding performance of MHN. We
then focus on the cross dataset evaluation, namely the CAVE-RGB/NIR
evaluation in Fig. 15(b). It is observed that PCNet outperforms all
competitors, which indicates a relatively better generalization ability
of the registration framework using PCNet.

An interesting phenomenon is observed in Fig. 15(a) that our pro-
posed PCNet registration framework can achieve relatively higher ac-
curacy than the deep-learning methods. On the contrary, in the case
that ACE ranges from 2 pixels to 10 pixels, the deep-learning methods
such as MHN performs better. The advantages of both methods can be
combined by using our PCNet to boost the registration produced by the
deep-learning methods as in [68].

We list the percentage of number of images under ACEs of 1, 5,
and 10 pixels for each deep-learning method in Table 5. It is observed
that our PCNet boosts the registration accuracy of the deep-learning
methods via a considerably large gap. On the CAVE dataset, our PCNet
raises the percentage under 1 pixel of UDHN from 0.1% to 82.5%. On
the RGB/NIR dataset, PCNet boosts the percentage under 1 pixel of
DHN from 0.0% to 63.5%.
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Fig. 12. Example images for RGB/NIR and flash/no-flash datasets. (a) RGB/NIR dataset
(b) Flash/no-flash dataset. The scenes to be used for illustration are marked with S2,
S3, S6, and S7.

Table 5
The percentage of number of images under different degrees of ACEs using
deep-learning methods and their PCNet boosted versions.

ACE (pixels) CAVE RGB/NIR

< 1 < 5 < 10 < 1 < 5 < 10

DHN 0.0% 0.2% 4.3% 0.0% 0.0% 6.1%
DHN+PCNet 67.0% 72.0% 72.3% 63.5% 74.2% 75.9%
MHN 24.3% 74.0% 82.3% 9.6% 50.3% 65.5%
MHN+PCNet 80.9% 86.9% 87.3% 68.4% 78.3% 81.5%
UDHN 0.1% 24.6% 61.5% 0.0% 13.8% 41.4%
UDHN+PCNet 82.5% 89.0% 89.1% 63.9% 74.0% 75.5%

Table 6
Number of parameters and inference time of PCNet and other deep-learning registration
algorithms.

DHN [32] MHN [34] UDHN [33] PCNet PCNet-C2 PCNet-C1

# Parameters 34.19M 2.57M 21.29M 0.014M 0.0048M 0.0048M
Time (s) 0.002 0.012 0.015 1.298 0.482 0.270

Fig. 16 illustrates the registration results of scenes S4, S5, S6, and
S7 produced by deep-learning registration algorithms and their PCNet
boosted versions. The white boxes highlight the details for compari-
son. It is observed that our PCNet can boost the varying degrees of
registration results of deep-learning methods significantly. The obvi-
ous registration performance gap among the deep-learning methods
(e.g. DHN and MHN) is removed after the boosting of our PCNet.

Efficiency Comparison. It is worth taking comparison of the ef-
ficiency of the deep-learning methods and PCNet. We first compare
the network parameters and the inference time for DHN, UDHN, MHN,
PCNet, PCNet-C2, and PCNet-C1 in Table 6. The comparison of infer-
ence time is conducted on the machine having an Intel(R) Core(TM)
i9-11900 CPU @ 2.50 GHz with 16G memory and an NVIDIA Quadro
RTX 8000. It is observed that all versions of PCNet have the advantage
in network parameters, but lacks the superior in inference time. The
number of parameters of PCNet is about 2400× less compared to DHN
and 1500× to MHN, with PCNet-C2 being 7200× and 4500×. We note
that the iterative optimization of PCNet is implemented in MATLAB
code without any acceleration, run only on CPU, and calculated with
the maximum iteration for each pyramid. The computational effi-
ciency would be much improved if implemented using C++ with GPU
acceleration.

We further compare the training efficiency of the above methods
by reducing their original training iterations and image samples to
10% and 1%. We note that the original training iterations of PCNet
are already fewer than the deep-learning methods. The registration
results of CAVE and RGB/NIR datasets under the reduced training
210
Table 7
Error statistics produced by image registration using different settings of PCNet on the
CAVE dataset. For brevity bestN% is denoted as B.N%. The best indicators are in bold

Ablation part Mean Med. Tri. B.25% B.50% B.75% B.95%

Freezing layer1 15.65 0.32 9.27 0.07 0.13 4.83 13.36
Freezing layer2 14.83 0.39 8.85 0.07 0.16 4.13 12.53
w/o LCK 14.90 0.31 9.06 0.08 0.14 3.93 12.61
w/o modification 14.93 0.31 8.79 0.07 0.13 4.22 12.66
w/o Gabor filter 21.93 20.44 20.79 0.38 2.28 12.49 19.93
Full 13.33 0.31 7.67 0.07 0.14 2.72 10.98

iterations and image samples are illustrated in Fig. 17. It is observed
that PCNet can keep performing well, which means PCNet can be fast
trained with very few training data. On the contrary, the performance
of deep-learning based methods obviously degenerates as the reduction
of training iterations and image samples.

5.6. Comparison of the knowledge injection strategy

As mentioned, PCNet achieves similarity enhancement via the in-
jection of phase congruency knowledge directly into the network ar-
chitecture. We compare the knowledge injection strategy of PCNet
to the similarity enhancement method in [68], namely deep Lucas–
Kanade feature map (DLKFM), which injects knowledge to pure CNN
network architecture by the designed loss function and feature map
computing strategy. We compare the registration performance of PCNet
and DLKFM on CAVE and RGB/NIR datasets in Fig. 18. We make the
comparison fair by using PCNet-C1, which has 1 channel feature map
as DLKFM. The same registration framework is adopted, also for a fair
comparison. We train DLKFM on CAVE using the same training data
as PCNet-C1. It is observed that PCNet-C1 owns a significantly better
registration performance, which is likely to benefit from the direct
knowledge injection into the network architecture.

5.7. Ablation study

We conduct the ablation study of our PCNet for the noise estima-
tion layer (layer1), modified phase deviation estimation layer (layer2),
learnable convolutional kernels (LCK), modification of Gabor filter, and
Gabor filter. Table 7 lists the error statistics of our full PCNet, as well as
the networks whose network parts are individually frozen or removed.
It is observed that our full PCNet has the best registration performance.
Specifically, the networks without the learnable convolutional kernel
(LCK), the Gabor filter, or the modification of the Gabor filter are
of evident performance degradation, which means the added network
parts contribute a lot to the registration accuracy. The freezing of
the modified phase deviation estimation layer (layer2) also causes a
relatively large drawback in registration accuracy.

We further validate the necessity of phase congruency in the sim-
ilarity enhancement task. We replace our PCNet with a U-net [69],
and then train the network on the same loss Eq. (21) as PCNet.
However, during training, the output feature maps of U-net using each
of the above losses become meaningless patterns that lack information
relating to the input images and cannot be used for image registration
as illustrated in Fig. 19. It seems that without prior knowledge, it is
unlikely to train the similarity enhancement network with the only
similarity loss. The same conclusion has also been verified recently.
In [68], the convolutional networks for similarity enhancement are
trained by not only constraining the output feature maps to be similar
using MSE loss, but also adding a convergence loss to guarantee the
output feature maps have a smooth surface around the ground truth
transformation.
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Fig. 13. Registration evaluation on flash/no-flash and RGB/NIR datasets using PCNet and other registration algorithms. The fraction of the number of images within a dataset is
plotted with respect to AEE.

Fig. 14. Registration results produced by PCNet and other registration algorithms. First row: registration results of RGB/NIR image pair, scene S2. Second row: registration results
of flash/no-flash image pairs, scene S3.

Fig. 15. Registration evaluation on CAVE and RGB/NIR datasets using PCNet and other deep-learning registration algorithms. The fraction of the number of images within a
dataset is plotted with respect to ACE.
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Fig. 16. Registration results produced by deep-learning registration algorithms together with their PCNet boosted version. First and second row: registration results of CAVE image
pair, scene S4 and S5. Third and fourth row: registration results of RGB/NIR image pairs, scene S6 and S7. The white boxes highlight the details for comparison.
Fig. 17. Training efficiency evaluation on CAVE and RGB/NIR datasets of PCNet and other deep-learning registration algorithms. The fraction of the number of images within a
dataset is plotted with respect to ACE.
Fig. 18. Knowledge injection strategy comparison on CAVE and RGB/NIR datasets of the similarity enhancement methods including PCNet and DLKFM. The fraction of the
number of images within a dataset is plotted with respect to ACE.
6. Conclusions

In this paper, we have proposed a network called PCNet to enhance
the structure similarity for the purpose of image registration. The prior
knowledge of our PCNet is based on phase congruency. PCNet is concise
and easy to train thanks to the prior information. It produces satisfac-
tory registration results on a variety of multispectral and multimodal
datasets though only trained on a subset of the CAVE multispectral
dataset. The PCNet performs better than other state-of-the-art similarity
enhancement algorithms and feature-based registration algorithms.
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We note that currently our PCNet is directly combined with a
traditional registration framework. This direct combination makes the
trainable part of the network lightweight but may restrain the reg-
istration performance. It would be our future work to transform the
current PCNet into a flexible structure that can be easily incorporated
into trainable deep-learning registration networks. Considering that
in the real world multispectral and multimodal images are usually
unregistered, it is also worthwhile to explore the possibility of training
PCNet on unregistered images.
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Fig. 19. Similarity enhanced feature maps generated by U-net. (a) structure protection
parameter 𝑐 = 0.7. (b) structure protection parameter 𝑐 = 2.
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